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Abstract

Consensus protocols play a pivotal role in fault-tolerant distributed systems, with their

most prominent applications found in cloud services that leverage replication to deliver

high availability and strong consistency. Confronting these consensus systems are new

challenges that emerge from modern cloud workloads and infrastructure: geographical

distance, payload density, diversity of workload characteristics and hardware conditions,

and the constant flux that demands adaptability.

Classic consensus protocols, such as MultiPaxos and Raft, fall short in addressing these

challenges. Despite being the de-facto standard implemented in practice, these protocols do

not recognize location affinity and bandwidth pressure, which are problems that arise in

cloud environments but are not modeled in their designs. More importantly, none of the

existing consensus protocols are adaptive to diversity and dynamism; this is due to their

rigid, pessimistic approach to quorum composition and failure handling.

With these issues in mind, we propose optimistic connectivity, a design principle for

cloud consensus protocols. Inspired by optimistic algorithm designs that speculate conflict-

free execution and resolve conflicts upon validation errors, we apply the idea of optimism to

quorum composition. Protocols are allowed to assume arbitrarily large quorums that may re-

quire higher connectivity than simple majority in failure-free cases, while assuring progress

upon timeout errors by selecting conservative configurations. Following this principle, we

design Crossword and Bodega, two consensus protocols that tackle compound cloud-era

challenges; we implement and evaluate both protocols with Summerset, a protocol-generic

replicated key-value store testbed.

In the first part of this dissertation, we present Crossword, an erasure-coded consensus

protocol for dynamic data-heavy workloads, where variable payload sizes create sporadic

bandwidth stress. Crossword integrates erasure coding with consensus and establishes a

runtime per-instance tradeoff between the quorum size and the number of shards assigned
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per replica, improving performance by adapting with the best configuration. Graceful leader

failover is achieved through a lazy follower gossiping strategy with minimal overhead.

Evaluation shows up to 2.3x throughput over MultiPaxos and Raft under dynamic workloads

and network conditions, and 1.32x aggregate TPC-C throughput for CockroachDB.

In the second part, we present Bodega, a wide-area consensus protocol that can safely

serve linearizable reads locally by any desired replica at any time, significantly improving

read performance. Bodega introduces a new notion of cluster metadata called the ros-

ter, which allows selecting arbitrary local-read-enabled replicas for each key. To achieve

fault-tolerant transitions between rosters, Bodega proposes a novel all-to-all roster leases

mechanism to maintain a consistent roster agreement across replicas with zero critical-

path overhead, generalizing existing all-to-one leasing approaches such as leader leases.

Evaluation shows 5.6x to 13.1x acceleration compared to state-of-the-art Leader Leases

and Quorum Leases on geo-scale clusters, and comparable performance to sequentially-

consistent deployments of etcd and ZooKeeper.

In the third part, we describe our development of Summerset, an open-source, distributed,

replicated, protocol-generic key-value store testbed for concise implementation and fair

evaluation of consensus protocols. Summerset takes advantage of modern asynchronous

Rust programming structures and adopts a modularized architecture, allowing each protocol

to be implemented as a straightforward event loop. Summerset currently consists of 14.6k

lines of infrastructure code and 11 protocol module implementations.

Finally, we contribute to crucial supportive topics that empower our research on replica-

tion systems, including consistency modeling, testing, and formal verification. We unify the

definition of linearizability with weaker consistency levels via a self-contained, practical,

and understandable hierarchy model. The effectiveness of this model is demonstrated with

a Jepsen-integrated consistency checker implementation that reports conformity results

across multiple levels. With TLA
+
, we construct advanced, practice-grounded formal speci-

fications for MultiPaxos, Crossword, and Bodega. All specifications are equipped with

modern replication system features and are thoroughly model-checked.
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Chapter 1

Introduction

Consensus is at the heart of fault-tolerant distributed computing. At its core, it represents

the problem of achieving a consistent agreement among a group of processes [192]. Without

consensus protocols – algorithms such as MultiPaxos [193] and Raft [271] that solve the

consensus problem – it would be impossible to maintain strong consistency across multiple

independent machines to coordinate their state in the presence of failures. This fundamental

mechanism of establishing fault-tolerant agreement has been the bedrock underpinning

reliable distributed systems for decades [8, 63].

Across all the domains that apply consensus protocols, the most crucial as of today are

cloud replication systems. The global-scale cloud services that support our uninterrupted

digital lives – from personal media to enterprise software – all depend on an “always-up”

data store abstraction that mitigates failures and safeguards accesses to critical data [94].

Behind such an abstraction are consensus-infused replication systems, which coordinate

redundant copies of data across the global cloud infrastructure to provide strongly consistent,

highly available operations [21, 75, 96, 179].

The emergence of new workloads and the expansion of infrastructure have significantly

reshaped the scene of cloud systems over the years. In particular, four key challenges have

become increasingly pronounced in the modern cloud, which we summarize as “4D”: Dis-

tance, Density, Diversity, and Dynamism. First, the immense geographical distance between

globally distributed resources brings network latency and independent failures as first-order

concerns [23]. Second, the growing density of workloads feeding into cloud services causes

high bandwidth pressure between distributed components [24]. Third, the diversity of
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workload types, scales, and patterns, paired with the heterogeneity of hardware, leads to

complex interactions that no single static solution can universally address [157]. Fourth,

binding all these characteristics together is the pervasive dynamism, where workloads and

resources undergo constant change over time, demanding adaptability [292]. As a crucial

part of the cloud, consensus systems are not exempt from confronting these challenges.

Existing consensus protocols, however, leave these challenges unaddressed or are op-

timized for only a single aspect. Specifically, classic consensus protocols such as Multi-

Paxos [193], VR [268], and Raft [271] are rooted in majority quorums and take a pessimistic

approach about failures. Every consensus payload is always replicated in full and waits for

acknowledgment from a majority quorum of replicas. This conservative behavior, while

preserving fault tolerance at all times, leaves little room for configurability. Performance

improvements can be unlocked if larger, more configurable quorums are involved, allowing

the protocol to transfer less data or spread information more widely. Recent proposals have

explored more extreme quorum compositions optimized for specific deployment scenarios,

such as leaderless consensus for geo-scale replication [67, 171, 244, 253] and erasure-coded

consensus for storage cost saving [258, 348, 377]. Still, these protocols employ static con-

straints and lack runtime adaptability; when situations change, they may underperform

classic protocols or become outright unavailable due to requiring larger quorums.

In this dissertation, we propose optimistic connectivity, a design principle for constructing

adaptive and robust consensus protocols for the modern cloud. We draw inspiration from

optimistic algorithm designs in other fields of research, such as optimistic concurrency

control in transactional database systems [181]. A protocol with optimistic connectivity

operates on multiple configurations, among which some are optimistic configurations that

may yield better performance but do not guarantee successful commit. Unlike traditional

optimistic techniques centered around conflicts and correctness, optimistic connectivity is

speculative about progress instead. A configuration that requires connectivity to a larger

number of nodes has a higher performance upper bound, but may stagnate when failures

strike. In this case, a timeout triggers a smooth transition into a conservative configuration,

assuring continual service.

Following the optimistic connectivity design principle, our main contributions are

Crossword and Bodega, two adaptive cloud consensus protocols that solve compound

cloud-era challenges. Crossword extends erasure-coded consensus with per-instance

tunable choice from a set of quorum-shards configurations to tackle dynamic data-heavy
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workloads. Bodega introduces a roster of local-read replicas, whose configurations are

protected by a novel all-to-all roster leases algorithm, to achieve arbitrary local linearizable

reads in geo-scale consensus. We implement both protocols and evaluate their performance

advantages on Summerset, a protocol-generic replicated key-value store testbed. To further

support our consensus research, we study consistency level modeling and testing, and

develop advanced formal TLA
+
specifications of proposed protocols.

In the following sections, we take a closer look at how modern cloud replication systems

deploy consensus (§1.1), and discuss the cloud-era challenges more concretely (§1.2). We

then explain the optimistic connectivity design principle in greater detail (§1.3), and provide

an overview of our contributions and an outline of the chapters of this dissertation (§1.4).

1.1 Consensus in the Wild

Consensus protocols, primarily MultiPaxos [193] and Raft [271], are widely deployed in a

variety of contexts across the modern cloud systems landscape. We enumerate representative

examples below to assemble a holistic view.

The most direct form of consensus implementation is found in metadata storage services,

which are replicated key-value stores that expose a linearizable interface, i.e., appearing as a

rarely-failing single-node service to clients. The meaning and significance of linearizability

will become clear in Chapter 2. These services are mainly intended for storing the critical

metadata of larger-scale systems. Examples are etcd [96] for Kubernetes – the container

orchestration platform [296], FireScroll [159] for Redpanda – the message broker [290],

and Physalia [50] for EBS – Amazon’s elastic block storage [14]. Many distributed file and

storage systems also implement a linearizable metadata manager as part of their architecture,

despite not offering this level of replication externally. Examples include the Petal virtual

disks system [209], Google’s GFS/Colossus file systems [111, 142], Alibaba’s PolarFS [57],

and the Ceph distributed file system [351].

Similar to metadata stores are distributed coordination services, which use consensus

internally to support interface APIs for cross-node synchronization. Examples include

Chubby – the distributed lock manager [54], ZooKeeper – the configuration synchronization

service [155], and Kafka [177, 179], RabbitMQ [287], and Redpanda [290] – message queueing

and brokerage systems. Among them, ZooKeeper is notably not linearizable by default
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(but is sequentially-consistent) due to its relaxed read semantics, although the underlying

primary-backup protocol, ZAB, is similar to classic consensus protocols.

Besides metadata and coordination, consensus is also used by various data storage and

management systems, sometimes in cooperation with other techniques such as partitioning

and erasure coding, to directly support strong replication of data itself. The two primary

categories are object storage and cloud database systems. Object stores include Amazon

S3 [33, 131] and Azure Blob Storage [117] among others. Database systems include Google

Spanner/F1 [75, 313], CockroachDB [339], TiDB [153], and ScyllaDB [307].

Regardless of the application scenario, consensus protocols are ubiquitously implemented

using the state machine replication (SMR) model [305], where nodes compose the service

logic as a state machine and replicate a log of state machine commands; details of this model

are covered in Chapter 2. This dissertation focuses on non-malicious cloud environments

and therefore passes over Byzantine fault-tolerant (BFT) protocols [59, 260, 367]. Discussions

on BFT applications, such as blockchain systems [55, 260, 299], are included as related work.

1.2 The “4D” Challenges of the Cloud Era

As previously noted, the decades of evolution in cloud workloads and infrastructure have

introduced new challenges for replication systems, creating a more complex problem context

than what classic consensus protocols were designed for. We identify four specific aspects:

Distance, Density, Diversity, and Dynamism, collectively abbreviated as “4D”. We expand

on each of the challenges below.

Distance: Geo-Scale Distribution. Modern cloud infrastructure spans a global scale,

with leading cloud providers all distributing hardware resources worldwide [23, 25, 72].

Correspondingly, users of these cloud platforms are scattered around the globe. To maximize

failure isolation and to improve client affinity, it is common for cloud replication systems

to distribute replicas across geographically separated data centers, forming a far-flung

topology. Limited by physical law, latency between two geo-distributed replicas is linear to

their physical distance and can easily reach hundreds of milliseconds [358], making distance

an inescapable design concern.

Density: Workload Heaviness. With the increasing popularity of cloud services and the

ever-growing data volume, workload density has emerged as another concern that was
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missing in traditional formulations. In data storage systems, this challenge is evident, as

consensus protocols are directly involved in the replication of data [65, 75, 153, 339]. Studies

have reported payload sizes of up to 128MB per request, in contrast to common assumptions

of byte-scale commands. When used for metadata and coordination, this problem may

still occur due to the excessive scale of the coordinated system creating heavy metadata

workloads. For example, managing the scheduling decisions of a hundred-node cluster can

involve coordination workloads well beyond megabyte scale [70]. These heavy workloads

induce pressure on bandwidth, an often overlooked dimension.

Diversity: Heterogeneity Everywhere. The cloud is defined by its profound diversity.

This manifests not only in the heterogeneity of hardware but also in the complexity of

workloads. The varying hardware capabilities at different replica sites cause asymmetry

in network latency and bandwidth, storage performance and capability, memory capacity,

and computation power [22]. Combined with the diversity in client workloads, such as

in read/write imbalance, object affinity, location affinity, and rate variance [157, 292], the

rigidity drawbacks of classic consensus protocols become apparent.

Dynamism: Constant Changes. Finally, the dynamic nature of the shared cloud infras-

tructure intensifies all the aforementioned challenges. Over time, system topologies may

change, workload densities may shift, and asymmetry patterns may evolve [292]. Like-

wise, failures may arise and subside sporadically [56, 61, 154]. This dynamism necessitates

adaptive consensus protocols with runtime adjustment capabilities built in.

1.3 Optimistic Connectivity: A Guiding Principle

To address aforementioned challenges, we propose optimistic connectivity, a guiding principle

for cloud consensus protocol design. We observe that performance advantages exist if a

larger quorum size (or a quorum with dedicated members) can be assumed; however, doing

so carelessly risks availability across failures. Optimistic connectivity demonstrates a way

to break the rigidity of existing consensus protocols and equip them with adaptability, while

retaining fault tolerance. To demonstrate this, we first review existing pessimistic consensus

designs and traditional optimistic methods.

Pessimistic Consensus Protocols. In classic consensus protocols [193, 268, 271], the

quorum size is statically pinned to majority. Specifically, with a cluster of n= 2f+ 1 nodes,
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f failures are always mitigated during the lifetime of every replication request. In other

words, disconnection with any f replicas would not block the system from making progress.

While this fault tolerance guarantee is crucial, we observe that it is not necessary to leave

room for f failures at all times. Failures are inevitable but still infrequent, and pessimism is

required only when failures actually happen. During normal-case operations, optimistic

quorums should be chosen if they offer performance benefits. For example, if we know that

a particular node S has close-by clients that demand read-heavy traffic, we may choose

to include S in every write quorum in return for local read capability at S, but revoke this

decision when S becomes unresponsive in order to retain write availability.

Traditional Optimistic Methods: Optimism about Conflicts. Optimistic design tech-

niques have been explored in multiple areas of research, with notable examples including

optimistic concurrency control (OCC) algorithms in transactional databases [181], conflict

resolution mechanisms in causally-consistent (or weaker) object stores [84], and CPU spec-

ulative execution [315]. These methods are optimistic about conflicts, or the lack thereof: a

request may be executed speculatively without full synchronization with concurrent op-

erations, hoping that correctness-violating conflicts do not occur. When they do occur, a

validation procedure at the end of the execution identifies conflicts and handles them via

abort, rollback, retry, or active resolution. The left-hand side of Figure 1.1 illustrates an

example of this technique.

This approach is unfortunately not directly applicable to consensus protocols, because

they require problem-specific validation and resolution mechanisms. The only examples

of this form of optimism applied to consensus are, to our knowledge, found in EPaxos

and variants [67, 195, 196, 253, 302, 333], which are leaderless consensus protocols that

validate command dependency histories between fast-path quorums. Outside of this specific

context, optimism is rarely exploited by consensus protocols. Examples are limited to

CheapPaxos [187], which prefers broadcasting messages to fewer nodes, and Saucr [10],

which postpones persistence until failures occur.

Optimistic Connectivity: Optimism about Progress. We observe that optimism can be

applied from a different perspective – quorum composition – which exists universally in

all consensus protocols. At the core of optimistic connectivity is the idea of incorporating

multiple transitionable quorum configurations. Each configuration assumes a certain degree

of connectivity among replicas, e.g., in the form of quorum sizes or designated coverage of
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Optimistic Methods about Conflicts Optimistic Connectivity

speculatively execute
while recording versions 
and staging updates

speculative quorum
config

timeout error ❌

conservative quorum
config

expect 3

expect 2

read x → v;  write y = v;

validation error ❌
x is not v but v’ now

abort/rollback
or retry
or resolve, e.g.:

force y = v’;

Figure 1.1: Analogy between traditional optimistic methods about conflicts (left)

and our optimistic connectivity method about replication progress (right). In tradi-

tional optimistic methods, such as the transaction example on the left, optimistic execution may

fail due to a validation error (e.g., version mismatch on x) caused by conflicts with concurrent

operations. In optimistic connectivity, optimistic execution may fail due to a timeout (when

forming an expected quorum) caused by unresponsiveness of nodes. See §1.3.

specific nodes. Correspondingly, it delivers a performance upper bound that scales with the

connectivity requirement in general. A concrete example of such configurations is the set of

read/write quorum size pairs under read-heavy workloads; a larger write quorum requires

reachability to more nodes but delivers better read performance.

In systematic terms, the following conditions should be satisfied in order to exploit

optimistic connectivity effectively.

• Failures that weaken connectivity should be moderately infrequent.

• Transition between different configurationsmust be allowed at runtime in the presence

of failures, such that the protocol can fall back to conservative configurations.

• Higher connectivity should unlock performance improvement opportunities, although

this is not mandatory. To visualize a typical scenario, Figure 1.2 depicts a configu-

ration space of performance versus connectivity requirement. As the connectivity

requirement increases, the best configuration up to that point is considered a candidate

configuration, which the protocol tends to select when connectivity is above that

threshold. Candidates may be different depending on workload characteristics.
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Figure 1.2: Illustration of a collection of configurations on a performance vs. con-

nectivity requirement space. Blue dots are useful candidate configurations that unlock

higher performance by requiring better connectivity.

With the above conditions held, the best-performing configuration can be optimistically

selected based on observed runtime workload and connectivity, making the protocol adaptive

while retaining fault tolerance.

1.4 Contributions and Outline of Chapters

In the rest of this dissertation, wemake the following contributions. 1 We present the design,

implementation, and evaluation of two consensus protocols, Crossword and Bodega, that

apply the optimistic connectivity design principle to solve emerging challenges of scale

and dynamism in cloud consensus systems. 2 We develop Summerset, a protocol-generic

replicated key-value store, as a solid testbed for implementing a wide range of consensus

protocols with modern programming practice and evaluating them fairly. 3 We look beyond

linearizability and propose a concise theoretical model that unifies the definitions of weaker

consistency levels, clearing the surrounding obscurity for system designers. 4 We contribute

to correctness enforcement techniques by implementing a Jepsen-integrated consistency

checker based on our consistency model, and developing practical, model-checked TLA
+

formal specifications for MultiPaxos, Crossword, and Bodega.

We highlight each of our contributions below in §1.4.1-§1.4.5, respectively, and provide

an outline of the rest of the chapters in §1.4.6.
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1.4.1 Crossword: Optimistic Adaptation within a Quorum-Shards

Tradeoff for Dynamic Data-Heavy Workloads

A rising challenge in cloud replication systems is the wide variability in payload sizes.

The workload for a consensus system may contain instances from as small as a few bytes

to as large as hundreds of megabytes [70, 157]. This creates sporadic bandwidth stress

within the system, where payload transfer dominates the processing time of some of the

replication requests; this is a problem not recognized by existing consensus protocols. We

name such workloads dynamic data-heavy workloads, which reflect the density, diversity,

and dynamism aspects of the cloud.

We present Crossword, a flexible consensus protocol that combines erasure coding

with consensus and applies the optimistic connectivity principle to tackle dynamic data-

heavy workloads. Crossword erasure-codes each consensus instance independently and

distributes erasure-coded shards intelligently to reduce the amount of critical-path data

transfer. In contrast to prior approaches that statically allocate data to servers, Crossword

introduces an adaptive tradeoff mechanism that dynamically balances the number of shards

assigned per follower against the quorum size. This grants Crossword the ability to react

to dynamic workload characteristics and network conditions, while always retaining the

availability guarantee of classic protocols. Furthermore, Crossword ensures a graceful

leader failover behavior through a lazy follower gossiping strategy that imposes minimal

overhead on critical-path performance.

We conduct a thorough evaluation to demonstrate thatCrossword achieves performance

on par with the best among previous protocols – including MultiPaxos [193], Raft [271],

RSPaxos [258], and CRaft [348] – in static environments. Crossword delivers up to 2.3×

throughput compared to MultiPaxos and Raft under dynamic workloads and fluctuating

network conditions, and can autonomously select the optimal shard assignment policy for

each instance at runtime. When integrated with the Raft module of CockroachDB [339],

Crossword improves aggregate TPC-C throughput to 1.32× under five-way replication.

Moreover, we show that the overhead of erasure code computation is negligible when using

proper coding schemes at the scale of typical consensus clusters.
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1.4.2 Bodega: Optimistic Roster Composition Powered by Roster

Leases for Always-Local Linearizable Reads

It has been standard practice for critical cloud services to expand linearizable replication to

a global scale for maximal fault isolation and better client affinity [21, 61, 75, 338]. However,

establishing geo-scale quorums incurs substantially high latency (in hundreds of millisec-

onds). While unavoidable for write commands, this is suboptimal for read-only commands

when they constitute a primary share of the workloads. If a replica can serve linearizable

reads locally for nearby clients on popular keys, performance can be improved significantly.

This challenge manifests from the distance, diversity, and dynamism of the cloud.

We present Bodega, the first consensus protocol capable of serving linearizable reads

locally from any chosen replica, regardless of concurrent interfering writes. Bodega in-

troduces a new notion of cluster metadata called the roster, a generalization of leadership;

the roster tracks which replicas are selected as responder nodes for local reads on each

key. We apply optimistic connectivity in the selection of responders, achieving superior

read performance in wide-area replication without sacrificing the availability of writes.

Specifically, Bodega proposes a novel all-to-all roster leases mechanism to maintain a

consistent agreement on the roster across replicas. This is a task that existing all-to-one

leasing approaches, namely Leader Leases and Quorum Leases, cannot achieve. Bodega

further employs optimistic holding, early accept notifications, smart roster coverage, and

lightweight heartbeats as optimizations, while imposing no special requirements on write

requests other than a responder-covering quorum.

We evaluate Bodega against a range of existing protocols – including Leader Leases [63],

EPaxos [253], PQR [67], and Quorum Leases [255] – as well as two widely used production-

grade coordination services, etcd [96] and ZooKeeper [155]. Bodega accelerates client read

requests by 5.6x∼13.1x compared to Leader Leases and Quorum Leases on WAN clusters,

under even a moderate degree of write interference. Bodega delivers similar write perfor-

mance with existing approaches, preserves write availability via roster leases, and supports

rapid proactive roster changes for adaptability. Across all YCSB workloads, Bodega achieves

exceptional linearizable replication performance that is on par with sequentially-consistent

etcd and ZooKeeper deployments.
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1.4.3 Implementation: Summerset Key-Value Store

Over the course of our research on cloud consensus protocols, a unique challenge emerges:

there exists no well-founded testbed for consensus protocol implementation and fair evalua-

tion. Existing research codebases and production systems are optimized for limited scopes

and lack the extensibility to support a full range of consensus protocols for comparison. To

address this situation and to connect our research deeply with practical implementation, we

develop Summerset, a distributed, replicated, protocol-generic key-value store.

Summerset is written in async Rust using tokio [213], the modern asynchronous pro-

gramming framework of Rust, taking full advantage of its memory safety, concurrency

safety, and high performance. Summerset adopts a modularized architecture, where com-

mon system functionalities, such as durable storage, network messaging, and state machine

command execution, are implemented as separate components connected through async

channels. This allows each consensus protocol to be implemented as a single, straightforward

protocol module that uses an event loop to express its algorithm logic.

The infrastructure code of Summerset contains 14.6k lines of Rust. On top of this, we

have implemented 11 replication protocol modules with various levels of complexity, in-

cluding Crossword, Bodega, and their related works. All the microbenchmark evaluations

of Crossword and Bodega are conducted on the Summerset platform. Source code of

Summerset and all protocols implemented are publicly available.

1.4.4 Beyond Linearizability: A Unified Consistency Spectrum

Both Crossword and Bodega conform to linearizability, a strong consistency level that

is essential to cloud replication systems and is a prerequisite assumption of optimistic

connectivity. However, weaker consistency levels exist [51, 190, 343]; understanding their

properties and connections with linearizability is a valuable contribution to distributed

systems research. During our investigation, we discovered that there were no existing

models that unify the definitions of consistency levels from a replication system perspective,

causing ambiguity and confusion to protocol designers and system engineers [16, 20, 92].

To address this obscurity, we develop the Shared Object Pool (SOP) model, a simple and

expressive model that unifies the definition of common non-transactional consistency levels,

including linearizability, sequential consistency, causal+ consistency, eventual consistency,

and more subtle levels in between. The SOP model classifies consistency levels based on the
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logical ordering constraints imposed on read and write operations as observed by clients.

Two orthogonal types of constraints, convergence and relationship, work in conjunction to

define a consistency level concisely. Convergence dictates the shape of the ordering, which

can be serial (SO), convergent partial (CPO), or non-convergent partial (NPO). Relationship

puts constraints on the relative order between operations, which includes real-time (RT),

causal (CASL), first-in-first-out (FIFO), or none.

Under this model, linearizability is concisely characterized by enforcing a serial real-time

ordering of operations (SO + RT). Weaker consistency levels relax one or both constraints,

and the SOP model therefore clarifies their association with linearizability in a structured

and intuitive manner.

1.4.5 Enforcing Correctness: Testing and Formalization

Besides protocol design and system implementation, correctness enforcement via testing

and formal verification are equally vital components of distributed systems research. We

make contributions to these aspects; specifically, we create a Jepsen-integrated, unified

consistency checker, and develop SMR-oriented, model-checked TLA
+
specifications for

MultiPaxos, Crossword, and Bodega.

With Jepsen [162], a renowned distributed system testing framework, we implement

a consistency checker that applies the SOP model to extend existing checkers beyond

linearizability. We demonstrate the new checker’s capability with six different deployment

modes of three real systems: etcd [96], ZooKeeper [155], and RabbitMQ [287]. The checker

is able to report fine-grained conformity results across four consistency levels.

With TLA
+
[194], the temporal logic specification language, we construct an advanced

formal specification for MultiPaxos that incorporates an explicit termination condition and

reflects actual SMR system implementations with modern features (such as asymmetric

quorums and leases). On top of this, we create specifications for Crossword and Bodega

as well. All specifications are subjected to thorough model checking with no errors.

1.4.6 Outline of Chapters

The rest of this dissertation is organized as follows. Chapter 2 explains general background

knowledge on state machine replication and classic consensus protocols. Chapter 3 presents

Crossword, including specific background, design, implementation, and evaluation results.
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Chapter 4 presents those of Bodega. Chapter 5 describes the architecture and implemen-

tation details of Summerset. Chapter 6 presents the unified consistency spectrum model.

Chapter 7 describes our consistency checker and presents our formal TLA
+
specifications.

Chapter 8 gives a comprehensive review of related work. Chapter 9 summarizes the disser-

tation, discusses future work, and concludes.
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Chapter 2

General Background

We provide common background knowledge that underpins all upcoming chapters. We first

describe the detailed problem context of state machine replication (§2.1), then present the

inner workings of classic consensus protocols (§2.2). Background information specific to

each later chapter is included within that chapter.

2.1 State Machine Replication (SMR)

At the heart of fault-tolerant distributed computing lies the challenge of maintaining a

consistent agreement across multiple replicas of a distributed service. To solve this problem,

state machine replication (SMR) has emerged as the fundamental model for fault-tolerant

replication [305], and continues to support real-world distributed systems to this day. This

dissertation assumes the SMR problem context.

In this section, we detail the SMR model with its assumptions and requirements. Specif-

ically, we present the typical system architecture of a replication state machine service

(§2.1.1), define the assumed failure model (§2.1.2), and discuss the consistency (§2.1.3) and

availability (§2.1.4) requirements.

2.1.1 Typical System Architecture

Figure 2.1 depicts the typical architecture of a distributed service backed by a replication

state machine. We build this architecture step by step from the bottom up.
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Figure 2.1: Architecture of a replicated state machine. The left-hand side shows an

overview of the service and clients. The right-hand side shows a zoomed-in view of a server node,

also referred to as a server replica; it is a remake of the architecture figure in Raft literature [271],

with protocol-specific annotations removed. See §2.1.1.

Deterministic State Machine. The first step is to ignore replication and consider only

a single-node service. The SMR model is predicated on the abstraction of a state machine,

which is a deterministic program that captures the logic of the service. Formally speaking, a

state machine is an automaton defined by a (typically finite) set of states, a set of operations

(also referred to as commands), and a deterministic transition function [252]. The transition

function dictates how to execute, i.e., apply a given command on a given state to generate

an output and arrive at the next state, which could be the same as the current state.

The determinism of the state machine is crucial: if a program starts in the same initial

state and executes the same sequence of operations, it will always arrive at the same final

state and produce the same sequence of outputs. This is true for most useful fault-tolerant

service semantics. For example, a register can be modeled as a state machine, where states

are the set of possible values, commands are read or write, and the transition function is

one that outputs the current value upon a read and moves to a new value upon a write.

Similar definitions can be given to other programs with various levels of complexity, such

as counters, sets, vectors, hash maps, relational tables, and more.

Throughout the rest of this dissertation, we assume a hash map state machine modeling

a key-value store. The state is a mapping from keys to values of arbitrary type. Commands

are usually composed of Get(key) and Put(key, value) requests, although any arbitrary

commands can be defined, such as read-modify-write. Get(key) outputs the current value

for key and does not update state; it is a read-only command. Put(key, value) updates

the state by mapping key to value, and may or may not output its old value depending on

the context. The green box in Figure 2.1 corresponds to such a state machine.
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A Group of State Machines. The state machine presented above is hosted on a single

server (also referred to as a node or a replica). When failures strike, the server becomes

inaccessible, and the service turns unavailable to users. To achieve fault tolerance, a group

of redundant servers is required, such that a small number of failures do not disable all

servers, leaving room for continued service.

On the left-hand side of Figure 2.1, we show a cluster of three replicated servers, forming

the so-called service to which clients have access. The number of replicas constituting the

service is called the replication factor. Servers communicate over the network through

message passing. There can be an arbitrary number of clients, each submitting commands

and expecting correct outputs or acknowledgments returned by the service.

What ToReplicate: The Log of Commands. To ensure that the replicas maintain effective

redundancy, they must establish agreement on the evolution of the state machine at all

times. Although technically achievable via constantly exchanging the entire state with each

other, this could be prohibitively expensive due to the size of the state. Instead, the typical

approach in SMR is to let replicas maintain a replicated log of state machine commands,

since the commands are usually much more manageable in size than the entire state and

therefore more practical to distribute.

In Figure 2.1, the blue box represents the connections a server establishes with peers

and clients, and the orange box corresponds to its copy of the replicated log of commands.

The problem of SMR is thereby reduced to the problem of consensus on the content and

order of entries (or called slots or instances) of this log. Each entry may hold one or more

commands. As will become clear in §2.2, a prefix of the log, marked purple in Figure 2.1, are

committed entries where the content and order of commands have been safely decided and

will remain the same across all replicas. These commands are ready to be executed on the

state machine in order, updating the state and generating replies to clients. The determinism

of the state machine guarantees that, once committed at the same positions across replicas,

commands are executed by all non-faulty replicas in that order, achieving correctness and

fault tolerance.

2.1.2 Non-Byzantine Failure Model

With the system architecture made clear, a critical piece of the problem context to be defined

is the failure model assumption. A failure model describes all the possible faults that could
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happen to the system. A good failure model should capture practical concerns concisely and

exclude harder failures that are beyond concern. We consider the common non-Byzantine

failure model, which comprises two conditions listed as follows [193].

• Fail-stop nodes: Nodes in the cluster can crash, recover, and respond arbitrarily slowly

at any time. It is impossible to distinguish a failed node from a node that is unrespon-

sive or sluggish, since nodes can only track each other’s health via periodic messages

such as heartbeats. Failed nodes may recover at any time and fail again. Persistent

state on a node survives across its crashes. All nodes behave cooperatively and will

not take actions that deviate from the algorithm they are running.

• Asynchronous network: Messages on the network may be lost, duplicated, reordered,

and delivered arbitrarily slowly. This covers cases from single message drops to out-

of-order delivery and total network partitions. The classic FLP result has shown that,

without randomization techniques, it is impossible to derive a consensus algorithm

that guarantees progress under asynchrony. To accommodate this, a relaxed model of

partial synchrony [91] was introduced, where the network is asynchronous at first

but becomes synchronous after an unknown timepoint. Recent discussions about

consensus usually assume to incorporate techniques such as randomized timeouts to

prevent livelocks [269]; therefore, we use these two models interchangeably.

Protocols that can operate with this failure model are referred to as being crash fault tolerant

(CFT), as opposed to Byzantine fault tolerant (BFT) [59]. The latter assumes a stronger failure

model, where nodes can be malicious, behave uncooperatively, and send out conflicting

information; messages can be corrupted. While BFT is essential to certain consensus

applications such as blockchain systems, CFT is the predominant failure model assumed in

cloud system environments; we focus on CFT throughout the rest of this dissertation.

2.1.3 Consistency Requirements

Given the system architecture and failure model assumptions, SMR protocols must conform

to pre-defined requirements on the results of their replication. One part of the requirements

is consistency requirements, which constrain the ordering of commands in the SMR log

across replicas. A stronger consistency level puts more constraints on the result, making the
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replicated service more versatile, easier to understand, and easier to integrate with other

services through its interface.

For the majority of this dissertation, we assume linearizability, the strongest consistency

level for a key-value service. Linearizability requires that all concurrent clients can use the

replicated service as if it were a single node with atomic operations applied to its state [141].

This linearizable semantic is crucial to a wide range of cloud services [33, 54, 75, 96, 153,

177, 287, 290, 307, 339]. It can be broken down into two conditions listed as follows.

• Serial order: There exists a serial order of commands that all replicas agree upon;

typically, this is simply the command order of the SMR log. Across all replicas of the

log, commands follow the same sequence order, first by the instance (i.e., slot) order

then by the index within the command batch of that instance.

An allowed exception to the serial order is adjacent commutative commands: those

that are independent from each other, such that reordering would not change the

output of any command nor the final state. Examples of commutativity include clusters

of read-only commands, and writes to disjoint keys.

• Real-time order : For all pairs of commands ⟨op1,op2⟩ in the serial order, they honor a

real-time constraint, that if op1 was acknowledged in physical time before op2 was

issued, then op1 must be ordered ahead of op2. This condition captures an intuitive

property: if some command has been acknowledged by the service, and the service

is operating as if a single node, then it must have memorized the command and will

persist its effect for all future commands (possibly from different clients).

In Chapter 6, we define weaker consistency levels and discuss their relationship to lineariz-

ability. Without linearizability, counter-intuitive results may occur, greatly complicating

correctness reasoning and application development on top of the replicated service.

2.1.4 Availability Requirements

The final piece of the SMR problem context is the availability requirements, which may

also be referred to generally as liveness or fault-tolerance requirements. The availability

constraints govern the maximum degree of failures under which the service can still make

progress for new requests, where failures are confined to those allowed by the failure model.
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Ensuring availability is critical and is among the most fundamental motivations behind

distributed services.

There is no unified method to quantify failures due to the diversity of symptoms. As-

suming CFT, a commonly used metric is the number of failed nodes, which counts all the

ill-running nodes, plus nodes that fail to deliver (some or all) outgoing messages. Classic

consensus protocols can guard against any minority number of concurrent failures without

losing liveness; reasoning behind this result will become clear in §2.2. By convention, we

say that a consensus cluster of n= 2f+1 replicas can tolerate up to f failures.

Consensus protocols should strive to provide the highest possible availability level

and also minimize performance degradation under a tolerable number of failures. If the

availability level cannot satisfy the applications’ requirements, a higher replication factor

would be needed, bringing performance complications.

2.2 Classic Consensus Protocols

To enable strongly consistent and highly available SMR, a collection of classic consensus

protocols has been proposed, studied, implemented, and improved over the past decades.

We present the inner mechanics of these classic protocols, specifically, Paxos and its variants

(§2.2.1), Viewstamped Replication (§2.2.2), and Raft with modern features (§2.2.3).

2.2.1 Paxos, MultiPaxos, and Variants

The basic Paxos algorithm, famously introduced in a technical report by Lamport [192]

through an allegory of a legislative parliament on the Greek island of Paxos, focuses on

reaching agreement across participants on a single value. This is a simpler version of

replication than SMR, referred to as single-decree consensus. The algorithm has since then

become synonymous with the consensus problem and has grown into a variety of protocols

that solve multi-decree consensus, where an SMR log is replicated.

Single-Decree Paxos. The basic Paxos algorithm involves three distinct roles of participants:

proposers, acceptors, and learners. Proposers initiate the consensus process by suggesting a

value. Acceptors form the collective memory of the system; they receive proposals from

proposers and decide whether to accept them. A majority quorum of acceptors must agree

on a value for it to be chosen. Learners are passive processes that learn the outcome of
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the consensus. When mapped to physical nodes, each node could play one or more roles.

Consensus is established with a two-phase algorithm, summarized below using modified

notations that are consistent with modern literature.

Phase 1 is the Prepare phase. A proposer selects a proposal number b, which must be

greater than any proposal number it has used before and must be unique across the cluster

(by, e.g., appending the participant ID to it). This number is usually called a ballot number.

The proposer broadcasts a Prepare(b) message to acceptors and expects at least a majority

number of replies. Each acceptor, when receiving the message, checks if b is greater than

that of any previous proposal it has responded to; say the largest ballot seen was b ′. If b<b ′,

the acceptor must ignore the proposal, because it has made a promise to some proposer that

it would not accept any proposals numbered lower than b ′. If b > b ′, the acceptor responds

with a PrepareReply(b,b ′,v ′), where v ′ is the value of the highest-numbered proposal

previously seen, i.e., that of ballot b ′; v ′ and b ′ could be null to indicate that this acceptor

has never seen any proposals before. A PrepareReply serves two purposes: 1 it represents

a promise made by this acceptor that it would never accept any proposals numbered lower

than b, and 2 it lets the proposer know about the most up-to-date value v ′ on this acceptor,

which affects how the proposer selects a value in the next phase (because v ′ might have

already been decided and must be selected).

Phase 2 is the Accept phase and happens if the proposer successfully receives at least a

majority quorum of replies in phase 1. The proposer now needs to select a value v to propose,

but the selection of v is not free of constraints. If any of the replies contained a non-null b ′

and v ′, the proposer must select the value v ′ associated with the highest b ′ found among

replies. This step is at the core of Paxos’s correctness, because it ensures that a majority-

accepted value is always preserved and never overwritten. If none of the replies contain a

previous proposal, the proposer is free to select any value for v. Once selected, the proposer

broadcasts a Accept(b,v) message to the same quorum of acceptors. Each acceptor, when

receiving the message, checks if it has not already made promises to any higher-numbered

proposal; this could happen when there are concurrent proposals in progress. If not, it safely

accepts the proposal and notifies any learners with an AcceptNotice(b,v) message.

A learner knows that a value is chosen by consensus when it has received notifications

for the same ballot from at least a majority number of acceptors. That ballot and value are

then said to be committed.
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MultiPaxos for SMR. While the basic single-decree Paxos algorithm is elegant and correct,

the SMR problem in practice requires reaching agreement for a contiguously growing log

of commands. Running the two-phase algorithm for every consensus instance, that is, for

every slot of the log, can be inefficient. To address this issue, MultiPaxos [193] has been

developed as a multi-decree variant of Paxos for SMR, and has become the default variant

that the name “Paxos” refers to.

Essential to MultiPaxos is the idea of using the Prepare phase to settle for a distinguished

proposer, who acts as a leader of the system and can subsequently complete instances using

only an Accept phase if there are no competing leaders.

Assume a replication cluster where all nodes play all three Paxos roles, and assume values

are state machine commands. A node may attempt to step up as a leader by broadcasting a

Prepare(b) message, where b is a unique, higher-than-seen ballot number, just as in basic

Paxos. The difference lies in how acceptors interpret and reply to this message. When an

acceptor receives the prepare message and passes the ballot number check, it replies with a

“covering-all” promise in the form of PrepareReply(b,[(b ′
1
,v ′

1
),(b ′

2
,v ′

2
), . . . ]), where the

list batches together the highest ballot and value seen for all slot indices of its log. This is

interpreted as a batched promise, that the acceptor would not accept any lower-numbered

proposals for all slots up to infinity.

On the proposer side, once a majority number of valid prepare replies have been re-

ceived, it has been implicitly “elected” as a leader. It begins the Accept phase for each slot

individually, starting at the first non-committed slot (according to its own knowledge of

commit progress). For each slot, when selecting the value to propose, it must consider the

corresponding slot entry information across all replies, and use the highest-previous-ballot

value if any. If no replies contain a previous proposal for the slot, the proposer is then free

to propose any value for that slot, typically by listening for the next request(s) from clients.

In failure-free cases and if other nodes are not attempting to become a leader when knowing

one, this proposer’s leader status should be robust.

Leader and Heartbeats. With MultiPaxos, once a leader has been established, clients can

send commands to the leader and achieve consensus with a single Accept phase initiated

at the leader, assuming no failures. Non-leader replicas should proactively redirect client

requests to the believed leader to help clients find the leader.

In a practical implementation, nodes periodically exchange heartbeats with peers to
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keep track of each other’s health status [63]. Heartbeat messages serve multiple purposes,

including but not limited to 1 sharing the identity of the latest leader, 2 communicating

the commit progress from leader to other nodes, and 3 keeping track of the current leader’s

health by refreshing a step-up timer on the receivers. When a sequence of heartbeats from

the leader fails to arrive at a node, its step-up timer times out, and the node attempts to

initiate a Prepare phase with a new ballot number to become a new leader. The timeout

interval lengths should be randomized across nodes to overcome the livelock issue discussed

in §2.1.2. Note that having competing leaders never violates the correctness of Paxos.

When a node learns that all slots up to an index have been committed, those commands

can be executed on the state machine in order, generating results to be replied to clients.

Other Paxos Variants. Other direct variants of the Paxos protocol have been proposed to

address problems with smaller scopes. Fast Paxos [196] allows clients to broadcast values to

acceptors directly using a modified fast-path quorum size. Cheap Paxos [187] discusses a

thrifty operationmodewhere the proposer only communicates with f+1 acceptors in failure-

free cases, reducing messaging overhead. Generalized Paxos [195] exploits commutativity

between commands and allows non-conflicting commands to be ordered concurrently. Disk

Paxos [105] studies the case where processes have access to a pool of shared, persistent

disks besides message passing. More advanced variants are discussed in individual chapters,

or with other related work in Chapter 8.

2.2.2 Viewstamped Replication (VR)

Viewstamped Replication (VR), first described by Oki and Liskov [268], is a protocol that

introduces activemembership management, also known as reconfiguration, to mitigate leader

failures. This technique has later become standard practice in consensus implementations.

At the core of VR is an algorithm that is similar to MultiPaxos, but differs on how leadership

is maintained.

Views and View Changes. A view is a period of time during which there is a single,

designated leader. Views are numbered sequentially. During normal operation within a

view, the system operates identically to the repeated Accept phase of MultiPaxos.

When replicas suspect the leader has failed, a view change is triggered to switch to a

higher-numbered view with a different designated leader, and with a possibly different
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(but majority-overlapping) group of nodes. The leader of a view is typically determined

algorithmically, e.g., the replica with the lowest ID.

Nodes send StartViewChange messages autonomously upon timeouts, and carry with

the message a complete copy of information about their log. The new leader takes charge

when it has received a majority quorum of StartViewChange messages. It examines the

carried logs and constructs a new, up-to-date log for itself, which must be ensured to

contain all the committed entries in commit order. Once done, the new leader broadcasts a

StartView message carrying the newly constructed log to update other nodes’ logs, and

the new view begins.

Primary-Backup Replication is a general terminology that sometimes can be used in-

terchangeably with consensus, but otherwise refers to leader-based protocols with weaker

consistency or fault-tolerance assumptions [155, 171, 202]. VR is occasionally categorized

as a primary-backup protocol due to its strong notion of leadership during normal-case

operation. Because of views, no two nodes can be considered leader at the same time, making

the leader in each view analogous to a “primary” node. This differs from the decentralized

nature of basic Paxos. Nonetheless, we refrain from using the primary-backup terminology

due to the surrounding obscurity.

2.2.3 Raft and Practical Features

Raft is a newer protocol that resembles VR using more rigorous definitions. First presented

by Ongaro and Ousterhout [271] as a more understandable alternative to Paxos-based

protocols, Raft has since gained popularity in practical system implementations due to

the clear presentation of the protocol and the easy-to-follow implementation guide using

remote procedure calls (RPCs). Studies have proven the duality between MultiPaxos and

Raft [347], meaning that the two protocol styles share the same underlying theory and that

optimizations can be ported between them.

The Raft protocol splits the SMR problem into two explicit subproblems: leader election

and log replication. The former decides on an explicit leader across the cluster, similar to

the view change in VR but with a voting procedure. The latter handles the normal-case

replication of commands, similar to operations within a single view in VR.

Explicit Strong Leadership. At any given time, every server in a Raft cluster is in one of

three states: leader, follower, or candidate. The system operates in a sequence of numbered
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terms similar to VR’s views, each beginning with a leader election. All log entries record the

term number they were replicated in. When a follower times out receiving messages from

the current leader, it converts to a candidate and starts an election through RequestVote
RPCs; timeout intervals are randomized as in §2.2.1. A server grants its vote to a candidate

if its log is not more up-to-date than the candidate’s, where up-to-date is defined by first

comparing the term of the last entry, then comparing the length of the logs. A candidate

wins the election and becomes the leader for the corresponding term if it has received at

least a majority of the votes. Upon election splits (due to concurrent elections), timeouts

should be triggered again and new elections are started.

To maintain coherence of terminology, we use the word follower to also refer to non-

leader replicas in MultiPaxos and our proposals throughout Chapter 3 and 4.

Implicit Batching and Heartbeats. Within a term, the replication of log entries from the

leader to followers happens through AppendEntries RPCs. These RPCs implicitly batch all

pending log entries at the leader, with each entry containing a client request. This contrasts

with classic MultiPaxos, where batching typically happens by grouping multiple client

commands received over an interval into a single log slot. AppendEntries RPCs also serve

as heartbeats carrying their usual information; an empty entries list is sent out when no

new entries need replication past a heartbeat interval.

Log Compaction and Snapshots. Raft has native support for snapshotting, a feature that

previous protocols did not rigorously define. Without snapshotting, the SMR log grows

unbounded over time, rendering the protocol unsustainable in practice. The idea behind

snapshotting is that the total size of the full state is typically bounded; for example, in a

key-value store, the total size of all key-value pairs is large but limited. The SMR log can

therefore be truncated at some index that is older than all replicas’ execution progress,

creating a snapshot that contains the entire state up to that point as well as the last index

and term of the truncated log.

Raft allows servers to take snapshots autonomously and independently. However, when

a follower is lagging behind and the leader has compacted entries beyond the follower’s

progress, InstallSnapshot RPCs are required to transfer the snapshot to the follower,

such that replication can continue; this is referred to as a state-sending snapshot.

To summarize, we have presented the problem context of state machine replication and

explained the in-depth mechanics of classic consensus protocols, including MultiPaxos, VR,
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and Raft. These together form a solid foundation, on top of which we make our contributions

to tackle new challenges in the cloud.
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Chapter 3

Crossword: Adaptive Consensus for

Dynamic Data-Heavy Workloads

Due to the common assumption that consensus workloads carry small payloads (e.g., ~100

byte state machine commands [96]), network transport delay has long been considered the

major bottleneck in consensus protocols [193]. Previous consensus protocols were thus

mainly designed to reduce message round-trip rounds [193, 196, 268, 271] and minimize

the communication delay within a round-trip [107, 108, 166, 195, 244, 253, 264, 333], largely

neglecting the bandwidth constraints on the critical path. Unfortunately, the density of

cloud workloads is now invalidating this assumption for consensus protocols deployed in

data-intensive cloud services.

Data-Heavy Workloads Create Bandwidth Stress. As modern distributed systems place

increasingly heavier workloads onto consensus protocols, bandwidth constraints can no

longer be neglected. For example, cloud databases [75, 153, 307, 313, 339] use MultiPaxos or

Raft to replicate redo/undo actions, each carrying KBs or even MBs of data per operation.

When consensus instances carry large payloads, broadcasting them over the network and

persisting them durably stresses the bandwidth aspect of the system.

Diverse and Dynamic Payload Sizes Complicate the Challenge. The problem of

data heaviness is further amplified by the diversity in payload sizes on a single replication

deployment, and the constant change of workload and hardware conditions during runtime.

To demonstrate this concretely, Figure 3.1 shows a payload size profile of the Raft module

in two modern cloud databases, TiDB [153] and CockroachDB [339], running the TPC-
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Figure 3.1: Raft replication payload size CDF in modern cloud databases. Profiled by

running a 200-warehouses TPC-C benchmark using the systems’ default benchmark suite.

C benchmark [215] with 200 warehouses under five-way replication. We can see that a

considerable portion of the payloads are large (⩾ 4KB) and span a wide range of up to 290KB

and 63MB, respectively. The higher-range requests are those that contain dense record

updates by operations such as new order creation, with CockroachDB having a higher

setting of batched entries limit than TiDB. Small payloads are likely to be delay-bounded,

while large payloads in a bandwidth-limited environment necessitate optimizations that

reduce payload size.

Erasure-Coded Consensus. Previous research has integrated consensus protocols with

erasure coding [152, 291], allowing the leader node to transform the payload into shards,

each having a fractional size of the original. These protocols, including RSPaxos [258],

CRaft [348], and their variants [165, 293, 361, 377], reduce bandwidth pressure by sending

exactly one erasure-coded shard to each follower. However, on the downside, existing

protocols all provide a degraded availability guarantee, exhibit ungraceful leader failover,

and provide no flexibility in reaction to dynamic workloads and hardware conditions.

Our Approach with Optimistic Connectivity. We embrace the erasure-coded consensus

design and apply our principle of optimistic connectivity. Specifically, instead of fixing the

number of coded shards assigned per server to one, we treat it as a new dimension in the

design space. We establish an availability-preserving tradeoff between the number of shards

assigned per server (c) and the minimum accept quorum size (q). Using this intuitive but

powerful result, we propose Crossword, a bandwidth-adaptive consensus protocol that

operates dynamically on the set of valid [c,q] configurations, reducing the data transfer

volume in bandwidth-constrained cases and minimizing the quorum size in delay-dominant

scenarios. Such adaptability allows Crossword to tune for optimized performance under

various combinations of workload scales and system conditions. Moreover, Crossword

employs a follower gossiping mechanism to keep followers up-to-date without interfering

with critical-path operations, permitting graceful handling of leader failover.
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Overview of Contributions. In this chapter, we present the following contributions. 1

We recognize the increasing significance of dynamic data-heavy consensus workloads, and

demonstrate the insufficiency of previous protocols under such workloads. 2 We propose

Crossword, the first consensus protocol to our knowledge that establishes a runtime-

dynamic tradeoff between data volume and quorum size using erasure coding; Crossword

retains the availability guarantee and graceful failover behavior of classic protocols. 3

We implement Crossword and five related protocols on Summerset, our protocol-generic

replicated key-value store, in a sum of 26.9k lines of async Rust. 4 We evaluate Crossword

comprehensively to show that Crossword matches the best performance among previous

protocols in static scenarios, and outperforms MultiPaxos/Raft by up to 2.3x and RSPax-

os/CRaft by up to 1.9x under dynamic mixed workloads. Crossword recovers promptly

after leader failover and sustains a consistent performance gain under macro-benchmarks.

Integration with CockroachDB [339] delivers 1.32x higher throughput to 200-warehouses

TPC-C under 5-way replication.

The rest of this chapter is organized as follows. §3.1 provides detailed background

knowledge and motivation. §3.2 derives and presents the design of the Crossword proto-

col. §3.3 describes our implementation in Summerset and CockroachDB. §3.4 shows our

experimental setup and presents comprehensive evaluation results. §3.5 provides additional

discussion on related work and relevant topics. §3.6 summarizes and highlights how the

idea of optimistic connectivity is concretized via adaptive choices along the quorum-shards

tradeoff in erasure-coded consensus.

3.1 Specific Background

We provide background context specific to dynamic data-heavy workloads and discuss the

insufficiency of existing solutions under such workloads.

3.1.1 Dynamic Data-Heavy Workloads

Previous consensus protocols are predominantly designed to minimize the impact of network

delay. Precisely speaking, their performance metrics are the number of message rounds;

empirical evaluations mostly assume byte-scale payloads [59, 193, 195, 196, 253, 271, 367].

These metrics make sense when data sizes are small and delay is the dominant bottleneck.
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However, this assumption is no longer accurate as modern distributed systems generate

dynamic data-heavy workloads where payload sizes span a wide range, causing bandwidth

stress for some (but not all) instances. We give examples below.

(a) Cloud Databases. Cloud HTAP databases implement consensus protocols to provide a

strongly-consistent storage layer abstraction to the SQL layer. F1/Spanner [75, 313] uses

Paxos to maintain a consistent mapping of tablet data. CockroachDB [339], TiDB [153],

ScyllaDB [307], and rqlite [301] use Raft to replicate user transactions, key-value updates,

or the database redo/undo log itself. These workloads drive consensus protocols with up to

MBs of data per instance.

(b) Object Storage. Consensus protocols have seen extensive usage in object/key-value

storage systems, including research proposals [45, 324] and industrial standards widely

deployed in the public cloud [21, 48, 65, 84]. Recent studies have reported large value sizes

ranging from 10KB to 128MB in these systems [58, 104].

(c) Metadata of Large-Scale Systems. Many systems rely on consensus to manage critical

metadata, either directly within the architecture [96, 111, 142, 159] or through an external

coordination service [54, 155, 179, 290]. As the scales of modern systems increase, metadata

workloads themselves become considerably heavier. For example, an Apache Storm study

reported that ZooKeeper becomes a significant bottleneck as scheduling decisions exceed

1MB as the cluster grows beyond 100 nodes [70].

(d) Request Batching. Batching is a ubiquitous technique used in systems expecting

high levels of concurrency [63]. In the context of consensus, batching collects multiple

client requests into a single instance, typically at millisecond-scale intervals, to prevent

overloading the system with excessive coordination overhead. The presence of batching

amplifies payload sizes, as now a consensus instance carries all client requests that arrive

during one batching interval.

Current Workarounds. Some systems separate data off to a weakly-consistent multi-

version data store [21, 111, 142, 239, 346] or opt in for chain replication [101, 295, 324], both

sacrificing latency by a multiplicative factor for improved throughput. A bandwidth-aware

consensus protocol can retain one-round latency and potentially remove the need for these

workarounds. Further discussions can be found in §3.5.2.

Implications of Dynamic Data-Heavy Workloads. Under data-heavy workloads, a
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third performance factor comes into play, which is the size of data to be transferred to and

persisted by each node on the critical path. Assume a network link and a storage device both

offer 400Mbps bandwidth for a consensus job. The lower-bound time to pass a single 1MB

payload would be
1MB

400Mbps
× 2≈ 43ms not including any overheads, which is comparable to

wide-area RTTs.

Real workloads impose more complexity as they are a dynamic mix of light/heavy work-

loads (as shown in Figure 3.1) and can change substantially over time [318]. Furthermore,

network and storage hardware conditions may fluctuate and be delay-bounded, bandwidth-

constrained, or a mixture of both over time. The significance of the bandwidth pressure

varies greatly across different situations.

3.1.2 Classic Consensus Protocols

We have presented the inner workings of classic consensus protocols, such as Multi-

Paxos [63] and Raft [271], in §2.2 in detail. As part of the defensive, pessimistic design

in their algorithms, classic protocols always operate with full replication of the command

payload and with majority quorums. As shown in §3.1.1, this pessimism and rigidity become

suboptimal in the presence of dynamic data-heavy workloads.

In this dissertation, we primarily follow MultiPaxos-style narration when presenting our

approach and related work, with the only exception of calling non-leader nodes as followers

to maintain coherence of terminology. All the design decisions are directly applicable to

Raft variants due to their inherent duality [347]. For this chapter, we use data or payload to

refer to the state machine commands contained in a consensus instance.

3.1.3 Erasure-Coded Consensus Protocols

In search for data size reductions within consensus, erasure coding comes into sight. For

decades, erasure coding has been widely applied to networks [40, 150], storage [152, 180,

218, 220, 279, 309], and memory hardware [221]. Erasure coding builds upon parity-based

algorithms to enable reconstruction of missing pieces of data, or even correction of corrupted

data, at the cost of information redundancy that is fractional to the original data size.

Reed-Solomon (RS) code is a standard type of erasure code [291]. It splits data into d

shards and uses Galois fields to compute an adjustable number of p parity shards of the
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same size, forming a codeword of n= d+p shards; by convention, this is an (n,d)-coding

scheme. The original data can be reconstructed with either ⩽ p shards erased, or with

⩽ t = p
2
shards corrupted. The maximum total number of shards in a codeword when

using standard 8-bit Galois fields is bounded by 2
8−1= 255, although typically a smaller

number is used in storage systems; the split between data versus parity shards can be chosen

arbitrarily. We are interested only in the erasure recovery aspect of RS coding as we assume

non-Byzantine failures for now. Other algorithms, such as LRC [152, 168, 275], exist but

sacrifice recoverability (for faster reconstruction under single failures).

Erasure coding introduces less redundancy than full-copy replication, but it alone does

not grant any ability to maintain consistency. Existing systems rely on a coordinator

responsible for managing the distribution of shards [152, 168, 279]. However, opportunities

to combine it with replication exist. Several proposals have been made to integrate it

with consensus; we describe two representative protocols and discuss their drawbacks and

incompleteness, which motivated our work.

RSPaxos [258] is the first protocol equipping consensus with erasure coding. Suppose a

cluster of n servers where n is odd. To start a new instance, an RSPaxos leader divides the

payload into d =m = ⌈n
2
⌉ shards where m represents the size of a simple majority, and

appends p= n−m parity shards to form a codeword of n shards. It then transfers shard i

to follower i and lets it persist that shard. Doing so reduces bandwidth consumption and

storage cost to nearly
1

m . Note that the leader still has the complete command in memory.

When collecting replies, however, a simple majority quorum is no longer enough to

assert an instance as safe and alive. If the leader fails after acknowledging the client, a new

leader may not be able to reach d shards to reconstruct the data and execute the instance,

hanging the system forever. As a compromise, RSPaxos specifically provides a degraded

fault-tolerance level of f= ⌊p
2
⌋ while waiting for a larger quorum size ofm+ ⌈p

2
⌉. This is a

significant weakening to availability. For example, with 5 nodes, RSPaxos offers tolerance

of only 1 node failure with a fixed quorum size of 4.

CRaft [348] and variants [165, 377] apply the same idea to Raft and behave identically on

the critical path. To alleviate the degraded availability guarantee, CRaft introduces a fallback

mechanism to switch to full-copy replication when a failure is detected. However, this does

not fully solve the availability issue, as failures that happen before the completion of the

fallback still lead to unavailability. Figure 3.2 demonstrates this using the RS codeword
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Figure 3.2: RSPaxos or CRaft under failures. Both are vulnerable to temporally close

failures leaving the number of reachable shards<d, even with fallback mechanisms. See §3.1.3.

space notation we introduce in §3.2.1. Leader S0 commits an instance according to an S0~S3

quorum, and the message to S4 is lost. If S0 and S1 both fail, a new leader cannot reach d

shards to reconstruct the acknowledged instance, effectively still offering f = ⌊p
2
⌋, i.e., 1

node failure with a 5-node cluster.

Drawbacks of Previous Coded Consensus Protocols. The aforementioned protocols

open an interesting design space but have three drawbacks, rendering them incomplete

for practical use. 1 They sacrifice the availability guarantee and offer a reduced fault-

tolerance level. 2 They cannot handle leader failover gracefully, since followers do not see

the complete payload and hence cannot execute commands in committed instances. This

makes them lag infinitely behind the leader in execution progress; a leader failover thus

triggers significant reconstruction traffic to reassemble those instances on any new leader. 3

They always use a disjoint shard assignment scheme and cannot adapt with delay-optimized

configurations when desirable. This missing flexibility is crucial when payload sizes and

network environments are dynamic, and when fail-slow stragglers appear.

3.2 Design

We present the design of Crossword, an adaptive consensus protocol that extends previous

solutions with flexible erasure code shard assignment policies, preserving availability and

enabling tradeoffs between delay- and bandwidth-friendly configurations. Crossword

employs gossiping to keep followers up-to-date, enabling graceful leader failover with

minimal impact on critical-path performance.
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3.2.1 Reed-Solomon (RS) Codeword Space

We start by recognizing that the mappings from erasure code shards to server nodes need

not be disjoint and symmetric, i.e., shard i to node i. Instead, the mappings can be chosen

from a 2-dimensional space. To visualize this, we introduce a new per-instance notation

called an RS codeword space. Refer to the left half of Figure 3.2 for an example RS codeword

space with a (5,3)-coding scheme across 5 servers.

An RS codeword space is a 2-dimensional grid. Each row represents a server and lays

out the shards of a conceptual RS codeword with data shards on the left. Each column

corresponds to one particular shard of the codeword that could be replicated on any of

the servers. We label shards starting with index 0 from left to right and name the servers

similarly from top to bottom. For a given instance, this notation identifies the shards

distributed across server nodes after erasure coding. The coding scheme does not require

the total number of shards to equal the number of servers.

With the codeword space notation, we can mark which shards must be replicated onto

which servers for a given instance. Specifically, we say that shard i is assigned to server s

if we require server s to receive shard i and durably remember its content. A shard could

be assigned to multiple servers, meaning that all those servers should receive and persist

the same bytes. A shard could also be assigned to no servers. A parity shard has the same

power as a data shard, because RS coding ensures the original data can be reconstructed

from any d shards.

3.2.2 Shard Assignment Policies

Having an RS codeword space creates new possibilities in how shards can be assigned to

servers. When a Crossword leader initiates the accept phase of a new instance (whose

payload is a batch of client requests received in the last batching interval), it computes the

RS codeword for that payload and decides which subset of shards to assign to each follower.

We call such a decision a shard assignment policy.

An assignment policy depicts which specific chunks of bytes in the erasure-coded payload

need to be carried in the critical-path Accept messages to each follower. Accordingly, those

are the bytes that each follower must persist before replying with a positive vote. We use

the word “assign” to capture both meanings. An assignment policy also includes what the

leader itself must persist, though this involves no network traffic. Note that the leader is
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Figure 3.3: Assignment policy examples. (a) assigns the original data to all servers. (b)
assigns shard i to server i in a diagonal pattern, which is itself also a Balanced Round-Robin

(RR) assignment with shard count c= 1. (c) shows a Balanced RR assignment with c= 2. (d)
shows another Balanced RR with c= 3, which is equivalent to (a). (e) is an example case of an

unbalanced assignment.

assumed to have the complete payload codeword in its main memory, though this is not

explicitly shown in the codeword space and assignment policy notation. Also, note that an

assignment policy is solely restricted to one individual instance and is independent of other

instance slots of the log.

We visualize an assignment policy by marking assigned cells with a darker color and

solid border in the RS codeword space, leaving unassigned cells with a lighter color and

dashed border. Figure 3.3 demonstrates interesting examples of assignment polices in a

5-node cluster. A valid shard assignment policy has to satisfy certain constraints, which we

derive in §3.2.3; some policies (e.g., assigning zero shards to all replicas) are useless. We

describe below several assignment policies we find interesting.

Previous Protocols. Classic protocols and previous coded consensus protocols described in

§3.1 can be represented as special cases of shard assignment policies. MultiPaxos [193] and

Raft [271] map to Figure 3.3(a), where all data shards are assigned to all the servers. In other

words, a full copy of the original payload is replicated onto all servers, and parity shards

are not used. RSPaxos [258] and CRaft [348] map to Figure 3.3(b). They are on the other

extreme, where only one disjoint shard is assigned to each server in a diagonal pattern.

Balanced Round-Robin (RR) Assignments. To generalize over 3.3(a)–3.3(b) and bridge

the gap between the two extremes, one needs a category of assignment policies that follow

a consistent pattern. The key intuition is to spread the assigned shards to cover as many

columns as possible in the codeword space, so that the number of reachable shards is

maximized in the presence of failures. Specifically, consider assigning to server s the shards
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s ∼ s+c rounding back to 0 if necessary, where c ∈ [1,m]. We call this category Balanced

Round-Robin (RR) assignment policies with a shard count parameter c. Figure 3.3(c) shows

such an assignment policy with c= 2. Notice that 3.3(b) is also a Balanced RR assignment

with c= 1. Figure 3.3(d) gives a c= 3 assignment equivalent to 3.3(a), except that a shifting

subset of shards instead of the same set of data shards is assigned to each server. §3.2.3

shows why this unified family of assignment policies is useful for our adaptability and

availability goals.

Unbalanced Assignments. The assignment policies mentioned above are balanced, mean-

ing servers are assigned the same number of shards. It is also possible and potentially useful

to make unbalanced assignments, where servers receive different numbers of shards. Fig-

ure 3.3(e) gives an example of this based on a (8,5)-coding scheme. Unbalanced assignments

share similarities with weighted voting [112] (but with linearizability constraints) and cannot

be described by a single numeric parameter. Latest work has recognized asymmetric failure

probabilities in replication [102], where Crossword could offer an effective solution. We

found that Balanced RR policies meet our main goals and, hence, leave deeper exploration

of unbalanced ones as future work.

Notation Meaning Example

n Cluster size 5

m Simple majority size 3

d Number of data shards 3

p Number of parity shards 2

c Balanced RR shard count per server 3 or 2 or 1

q Balanced RR expected quorum size 3 or 4 or 5

f Tolerable node failures 2

Table 3.1: Summary of symbol notations and their meanings. Examples use typical

values assumed throughout this section for Balanced RR assignment policies.

3.2.3 Availability Constraint Boundary

We derive the necessary constraints on shard assignment policies that categorize which

of them maintain a desired availability guarantee. We start with a general definition and

derive a constraint formula that can bound any assignment policy. We then narrow the

scope to Balanced RR assignments and present a more concise constraint.
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To discuss the usefulness of an assignment policy, we denote the set of Accept replies

received from followers as an acceptance pattern. A reply from follower s in an acceptance

pattern essentially conveys the following statement: “s votes yes to the ballot of this Accept
message and has durably remembered the shards it carried.” We implicitly include the leader

itself in an acceptance pattern; one can think of it as the leader replying instantly to itself.

Constraints in the General Form. Suppose an acceptance pattern ap is observed by the

leader during its wait on Accept replies. How can we determine when it is safe (both in

terms of correctness and availability) to commit this instance? To answer this, we define

the following metrics on ap. Let:

• Nodes(ap) denote the number of replies in ap, i.e., how many server nodes have

replied (including the leader).

• Cover(ap) denote the shard coverage of ap, which is the number of distinct shards

that the replies cover. For example, suppose a Balanced RR assignment with c= 2 as in

Figure 3.3(c), and suppose ap contains replies from servers S0, S1, and S4; Cover(ap)

is 4 because shards 0, 1, 2, and 4 are covered by at least one reply, while shard 3 is not.

The Nodes(ap) metric is essentially what classic consensus protocols use when making

commit decisions. In particular, it is safe for them to commit an instance if at least a majority

of nodes have replied, i.e.,

Nodes(ap)⩾m. (C1)

This constraint remains necessary in the presence of sharding, as the majority quorum

intersection property is still required to establish consistency.

One may attempt to assert that it is safe to commit as long as Cover(ap) reaches the

number of data shards d. However, this may violate the availability guarantee as shown

in §3.1.3 and Figure 3.2. When each follower holds fewer than d shards, losing the leader

may decrease the number of reachable shards below d, preventing the new leader from

reconstructing the payload. To capture potential failures, a more sophisticated metric on

ap is needed. Let:

• SubCover(ap,f) denote the subset coverage of ap, which is the minimum coverage

among all subsets of ap with f replies removed, where f is the target number of

tolerable failures.
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It is straightforward to see that, to preserve the desired level of availability, i.e., to allow

progress when at most f servers fail, the following constraint must hold besides C1:

SubCover(ap,f)⩾ d. (C2)

For classic consensus protocols, this trivially holds, because any single server is assigned d

shards, meaning any set of f+ 1 replies satisfies this condition. For RSPaxos and CRaft, i.e.,

Figure 3.3(b), one can also validate that they offer a fault-tolerance level f= 1 when waiting

for a quorum of Nodes(ap) = 4 replies in a 5-node cluster by plugging in d=m= 3. For

more general assignment policies, this constraint can be programmatically checked by the

leader when an Accept reply is received.

Specific Form for Balanced RRAssignments. Since we focus on Balanced RR assignment

policies, we give a more concise form of constraints for them. For an acceptance pattern ap,

denoteq=Nodes(ap), which is the quorum size. q obviously cannot be larger than the total

number of servers. Recall that each server is assigned c shards in an overlapping Round-Robin

fashion using an (n,m)-coding scheme. One can see that SubCover(ap,f)⩾ q− f+c−1

is always satisfied, with the equal sign taken when all replies are from adjacent servers.

This gives a combined constraint of:

n⩾ q⩾m ∧ q− f+c−1⩾m. (C3)

The protocol must retain the same fault-tolerance as classic protocols, i.e., f=n−m, giving:

n⩾ q⩾m ∧ q+c⩾ n+1. (C4)

Figure 3.4 visualizes the derived availability constraint C4 for Balanced RR assignments

with four different cluster sizes. In each subfigure, every point (q,c) in the grid maps to a

potential configuration for a given consensus instance, where the protocol uses a Balanced

RR assignment policy with c shards per server and commits upon receiving q replies. The

set of valid configurations satisfying the desired availability guarantee form the colored

region surrounded by solid lines. Notice that MultiPaxos and Raft (black squares) are at the

bottom-left corner of the region because they always assign a full copy of the original data

to all servers and expect a simple majority. RSPaxos and CRaft (red crosses) are outside of
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Figure 3.4: Availability constraint boundary and tradeoff lines in the Crossword

configuration space assuming Balanced Round-Robin assignments. See §3.2.3 for the derivation.

the region (except for when n= 3) due to always assigning exactly one shard per server and

waiting for a compromised quorum size ofm+ ⌈p
2
⌉ that results in degraded availability.

3.2.4 Performance Tradeoff

Among the set of valid configurations in Figure 3.4, those on the bottom boundary line

(satisfying q+ c = n+ 1) are particularly interesting. Configurations above this line in

the availability constraint region deliver strictly worse performance; for any quorum size

q, one should pick the smallest number of shards c per server. We call these candidate

configurations and highlight them with circular dots.

Across the candidate configurations, there exists a tradeoff between the quorum size and

the number of shards assigned to each server. Choosing a smaller c reduces the size of data

to be transferred to and persisted on each follower at the cost of requiring more Accept
replies, and vice versa. The tradeoff decisions will be affected by both the runtime hardware

environment and the payload size of the instance. On the one hand, a small payload on a

high-RTT, jittery network favors smaller q, because slower replies take substantially longer

to wait for. On the other hand, a large payload on a bandwidth-constrained network favors

smaller c, since the time saved by streaming less data overshadows the fluctuation in arrival

times of replies.

Crossword is a consensus protocol that operates along the line of candidate configura-

tions. For each instance, it picks the best configuration among the candidates according

to the instance’s payload size and the real-time hardware conditions. We describe a sim-

ple linear regression-based method as the default heuristic for choosing configurations in

§3.3.1; more sophisticated solutions such as using simulation and hardware performance
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counters are possible [232], as well as simpler heuristics such as payload size thresholds or

user-supplied hints.

3.2.5 Follower Gossiping

Besides bandwidth-awareness and adaptability, another goal of Crossword is to retain the

graceful leader failover of classic consensus. After a leader’s failure, a newly elected leader

should be able to quickly recover all committed state and start serving incoming requests.

This is not the case in RSPaxos and CRaft because, during normal-case operation, followers

always receive a partial piece of the codeword and cannot assemble committed commands.

To overcome this, Crossword employs lazy follower gossiping to let followers exchange

their knowledge of shards without interrupting the critical leader-to-follower path.

Status Transition Diagram. We summarize servers’ actions in a consensus instance as a

transition diagram in Figure 3.5. For now, ignore the “Committed w/ Partial Data” status

and related transitions. A MultiPaxos instance may undergo the following status transitions:

Null (i.e., empty instance), Preparing (only after leader changes), Accepting, Committed (i.e.,

chosen and ready to be learned), and Executed (i.e., commands applied and clients replied).

We use edges to represent actions that a server will do to the instance, triggered by certain

conditions; actions labeled with prime are those carried out by the leader, while others are

by followers. On the critical path, the following actions happen to an instance: [an’ , an, ck’ ,
e’]. The Preparing status and failure-related actions only appear after a leader failover.

Committed with Partial Data and Gossiping. Crossword introduces a new status,

“Committed w/ Partial Data”, that could appear on followers and newly elected leaders.

Correspondingly, we rename "Committed" to “Committed & Data Known”. On the critical

path on a follower, unless it receives m shards (e.g., when using a Balanced RR assignment

policy of c =m), it takes the cg transition and schedules gossiping with other followers.

During gossiping, followers share their assigned shards to fill others’ missing ones through

peer-to-peer traffic. When a follower receives enough shards, it takes the g transition, which

allows the contained commands to be executed on the follower.

Follower gossiping happens entirely among followers in the background, and the gos-

siped shards stay purely in followers’ memory. The gossiping of an instance can happen

arbitrarily late after its commitment; in practice, some delay is desired, as will be discussed

in §3.3.2. Note that a newly elected leader may see instances in the “Committed w/ Partial
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Figure 3.5: Crossword instance status transition diagram. Solid edges represent transi-

tions on the leader and dashed edges represent transitions on followers. Differences and additions

made by Crossword with respect to classic Paxos highlighted in red. See §3.2.5-3.2.6.

Trigger on leader Action by leader

p’ client request, unprepared broadcast Prepare
ap’ decide the prepared value broadcast Accept, each a subset of shards

an’ client request, ballot already prepared broadcast Accept, each a subset of shards

ck’ reach commit condition commit instance

e’ instance committed execute contained commands, ack client

fp’ new leader after failover redo with a higher ballot

fa’ new leader after failover redo with a higher ballot

Trigger on followers Action by followers

p receive Prepare send Prepare reply

ap receive Accept send Accept reply

an receive Accept send Accept reply

ck leader committed, payload fully known commit instance

e committed, full payload is known execute contained commands

New gossiping-related transitions

fc’ new leader after failover do reconstruction reads

fr’ enough shards received re-assemble the payload

cg leader committed, payload partially known commit instance, schedule gossiping

g enough shards gossiped re-assemble the payload

Table 3.2: List of status transition actions. Refer to Figure 3.5 for the naming of action

symbols. Differences and additions with respect to classic Paxos are highlighted in red color.

Data” status at the end of its log; in this case, special actions fc’ and fr’ reconstruct those
instances synchronously.

Benefits of Follower Gossiping. Follower gossiping essentially moves the replication of

a significant portion of payloads off the leader-to-follower critical path and turns it into a
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flexible, asynchronous, follower-to-follower background task. This brings three benefits. 1

We gain critical-path improvements while retaining graceful leader failover behavior (§3.4.3).

2 Reconstruct messages make use of follower-to-follower bandwidth whenever idle and

carry batched payloads of each gossiping cycle, improving data transfer efficiency (§3.4.5).

3 Followers prioritize processing critical-path messages over gossiping messages, allowing

improved performance even in cases when follower-to-follower bandwidth is sporadically

saturated in a keyspace-partitioned system (§3.4.6).

3.2.6 Crossword: The Complete Protocol

We wrap up the design of Crossword and condense it into well-defined extensions to

classic MultiPaxos, highlighted in red in Figure 3.5. Below is a summary of the differences.

• an’ : To initiate an instance, leader computes the RS codeword of the payload (or glues

together pieces pre-computed by clients) and adaptively assigns to each follower a

subset of shards through Accept messages. (§3.2.2, §3.2.4)

• ap’ : In the prepare phase, a corner-case occurs if the leader finds < d shards with the

highest ballot number among⩾m Prepare replies; in this case, the leader safely uses

the next client command batch as the prepared value since that payload could not

have been chosen. If ⩾ d shards are found, that payload is used as in classic Paxos.

• ck’ : Upon receiving an Accept reply, leader checks constraints C1 and C2, or the

simplified formula C4 for Balanced RR assignments, to decide whether to commit the

instance given the received replies. (§3.2.3)

• cg and g: Followers gossip about each other’s missing shards of committed instances

in the background. (§3.2.5)

• fc’ and fr’ : If a newly elected leader sees partially committed instances at the end of

its log, it broadcasts reconstruction reads for those instances to grab enough shards

for re-assembly. Execution of newly committed commands cannot proceed until the

reconstructions are done. (§3.2.5)

Based on this per-instance diagram, Crossword assembles a multi-decree SMR protocol, as

MultiPaxos does over Paxos. The same design can also be applied to Raft-style protocols,

similar to CRaft [348] over vanilla Raft.
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3.3 Implementation

We provide details of our implementations of Crossword.

The Summerset Replicated KV-store. We implement Crossword on Summerset, a

distributed, replicated, and protocol-generic key-value store, as a fair codebase for imple-

menting and evaluating consensus protocols. Summerset is built with async Rust/tokio,
and adopts a lock-less channel-based architecture. We do not stack our implementation

directly atop codebases from previous work [101, 253], as we found that 1 they were not

extensible enough and 2 their language runtime overheads were noticeable, leading to

unfair disadvantages. We describe the Summerset codebase in detail in Chapter 5.

The codebase contains 12.7k lines of code as infrastructure. We have implemented six

protocols (with individual lines of code reported): Chain Replication (1.1k), MultiPaxos (2.3k),

Raft (2.3k), RSPaxos (2.5k), CRaft (2.6k), andCrossword (3.4k). All protocol implementations

have passed extensive unit tests and fuzz tests.

CockroachDBRaft Integration. We have also implemented a Go prototype of Crossword

in CockroachDB v24.3.0a, a production OLTP database [339], by patching its sophisticated

Raft package with ~1.6k lines of changes. This version reuses CockroachDB’s production-

quality infrastructure and contains all the core Crossword mechanisms, but does not

include the regression-based config chooser mentioned below; instead, we use payload size

thresholds as simple guides.

3.3.1 Choosing the Best Configuration

Per-instance configurations can be chosen based on any appropriate heuristics, e.g., pay-

load sizes or user-specified hints. Crossword adopts a simple linear-regression-based

performance monitoring approach as a good default to adaptively select among Balanced

RR assignment policies. The leader bookkeeps a sliding window (over 2 seconds) of two

statistics—data size and response time—of internal message rounds with each follower.

The messages include Accept messages and periodic heartbeats; heartbeats are messages

carrying zero-size payload that track server health.

Linear Regression of Size-Time Mappings. With the response time statistics, the leader

maintains an ordinary least squares model [355] for each follower, updated at 200 ms

intervals. Each model uses datapoints in the current sliding window, with message data
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sizes (v) treated as x-axis values and response times (t) as y-axis values, with the highest 5%

discarded as outliers. Doing so produces a per-follower linear estimate of recent performance:

ts(v) = ds+
1

bs
· v, where s is the follower, ds is an overall delay estimate (the learned

intercept), bs is an overall bandwidth estimate (the reciprocal of the learned slope), v is the

payload size, and ts(v) is the overall response time given payload size v. Computing such

ordinary least squares incurs negligible overhead.

This linear model captures an end-to-end latest estimation of the time to send a message

with data size v to the follower, let it persist v amount of data, and receive its reply. At

any given time, the leader has access to a set of linear estimates {t1, . . . ,tn−1}, one per

each follower. When choosing a configuration for a new instance with payload size vp,

the leader enumerates choices of c ∈ [1,m] allowed by Balanced RR assignments, and for

each c, computes the set Tc = {t1(
vp
c ), . . . ,tn−1(

vp
c )}. The (q− 1)-th smallest value in Tc

represents the time to wait for the last reply with a quorum size of q, and hence determines

the estimated completion time of the Accept phase. The leader chooses the [c,q] pair that

yields the smallest estimated completion time.

Limitations. Performance monitoring and estimation is a complex topic [232]. The simple

linear-regression-based approach worked well for us, but has limitations. 1 It produces

the best choice among Balanced RR policies and currently does not automate unbalanced

assignment policies, where the space of candidate configurations is considerably larger. 2 It

does not react to sharp fluctuations within small time frames (e.g., less than 1 second). More

sophisticated methods can be applied [232] but are outside of the scope of this dissertation.

3.3.2 Follower Gossiping Implementation

Several interesting technical details reside in the implementation of follower gossiping.

Figure 3.6 visualizes an example runtime state of the replicated log across 5 Crossword

servers. On the right-most end are instances on their critical path, whose operations have

been covered in previous sections. This section covers how Crossword enables followers

to push their execution forward for committed instances through follower gossiping.

ACrossword leader embeds the shard assignment of an instance in its Acceptmessages.

The embedding is a compact array of bitmaps representing the RS codeword space: assigned

cells are marked as 1 and others as 0. Thesis assignment policies do not need to be made

durable on any node; they are just a decision made by the leader and a hint for followers to
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Figure 3.6: Demonstration of the replicated log in action across Crossword servers.

Shows an example view over a cluster of 5 servers, S0~S4, with S0 being the leader. Each slot of

the log is a consensus instance. Using a (5,3)-coding scheme. See §3.3.2 for detailed explanation.

find the best gossiping peers. Across failures, the actual shards found durable on followers

are the ground truth of state.

Using this information, each follower s checks its peers starting with s+ 1 rounding

back to 0 (skipping the leader), and maintains a monotonically growing set of expected shard

indices, which initially contains only the shards that s itself holds. For each peer checked,

the follower enqueues a Reconstruct message containing a set of shard indices to request

from that peer and adds those indices into the expected set. This loop ends when the size of

the set reaches d. Reconstruct messages are batched across multiple instances for better

bandwidth utilization. Upon receiving a Reconstruct, a follower sends back the shards it

knows within the requested set if it has committed an instance.

Introducing a Deferral Gap. Followers trigger gossiping for partially-committed instances

periodically at ~20 ms intervals. However, attempting to gossip immediately for a just-

committed instance is not ideal, because it is likely that followers not in the committing

quorum have not yet fully received their assigned shards from leader. Crossword introduces

a configurable deferral gap that specifies the accumulated size of payloads to skip at the

end of a follower’s log when attempting gossiping. The deferral gap defaults to a 400KB

threshold; it helps restrict gossiping to instances that everyone has likely committed. In the

case of stragglers, a follower skips requesting shards from a peer entirely if it has not heard

of its Reconstruct reply for 10 gossiping cycles.
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3.3.3 Other Practicality Features

We also implemented other common consensus protocol features, listed below.

Heartbeats. A Crossword leader broadcasts heartbeats at ⩾20 ms intervals. Heartbeats

carry the leader’s latest committed slot index to notify followers of this information asyn-

chronously. A follower attempts to step up as a new leader if it has not received a valid

heartbeat from the current leader for a randomly chosen timeout between 300-600 ms.

Followers reply to the leader’s heartbeats to help the leader track their health status as well;

in the case of follower failures, the number of healthy followers bounds the largest q we

should choose from possible configurations.

Snapshots. Crossword servers autonomously take periodic snapshots of executed in-

stances of their log to avoid unbounded growth of log length. Thanks to follower gossiping,

followers can take snapshots without requesting state-sending snapshot messages from the

leader [271], which RSPaxos and CRaft required (but did not implement [258, 348], and

neither did we for them).

Leases for Read-only Commands. As is common practice [54, 63], we implement simple

time-based read leases for all five protocols by assuming an upper bound of clock drift, e.g.,

a few seconds, across servers. When holding the lease, the leader serves read-only Get
commands locally without placing them into the next instance.

3.4 Evaluation

We evaluate Crossword and previous consensus protocols on Summerset to answer the

following questions:

• How well does Crossword perform under various network environments and work-

load payload sizes? We show that Crossword matches the best among previous

protocols in static scenarios, and outperforms classic protocols by up to 2.3x in diverse

cases. (§3.4.1)

• Can Crossword adapt dynamically and promptly to payload size shifts and hardware

condition changes? We show that Crossword adapts to both changes promptly with

performance-optimal configurations. (§3.4.2)
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• Can Crossword handle leader failover gracefully? We show that Crossword returns

to normal performance level with a small, bounded reconstruction delay. (§3.4.3)

• Can Crossword take advantage of unbalanced assignments to handle asymmetric

performance scenarios? We show a 1.4x improvement over classic protocols in a

hardcoded unbalanced scenario. (§3.4.4)

• What effects do gossiping-related parameters have? We show how the deferral gap

affects follower read staleness and how gossip batching brings bandwidth usage

reduction. (§3.4.5)

• Does Crossword work under realistic macro-benchmarks with keyspace partitioning

and in CockroachDB? We show that Crossword achieves higher maximum through-

put and lower latency than classic protocols under a YCSB macro-benchmark, and

delivers 1.32x aggregate TPC-C throughput in CockroachDB. (§3.4.6 and §3.4.7)

• How much overhead does computing RS code incur? We observe negligible overhead

in both computation time and CPU/memory resource usage. (§3.4.8)

Experimental Setup. We use CloudLab [90] machines running Linux kernel v6.1.64 as

our testbed. We use a cluster of c220g2-type machines with 40 CPU cores and 160GB

memory each. The network connection between each pair of nodes is 1Gbps bandwidth

and 4ms average delay, which is representative of a regional replication system [358]. For

some experiments, we also include results on a more wide-area setting spanning multiple

CloudLab datacenters, with an average of 200Mbps bandwidth and 30ms delay between

nodes. All the server and client processes are pinned to disjoint CPU cores. Clients are

launched on the same set of machines and are distributed evenly across machines. Servers

apply 1ms-interval request batching.

3.4.1 Critical Path Performance

We compareCrossword against previous protocols using 5 servers and 15 closed-loop clients

running microbenchmarks. We examine both regional and wide-area network environments

as described in the setup. We generate 50% Gets which carry only 8B keys and are served by

the lease-holding leader locally, plus 50% Puts whose payload sizes are varied: 8B, 128KB,

and a half-half mix of the two. To add realistic variations to the workloads, for every Put
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Figure 3.7: Critical path consensus throughput and latency under different deployment

environments and workload sizes. See §3.4.1 for details about the parameters used.

request, a client will sample a value size from a normal distribution with the given size as

mean and 10% of it as standard deviation. Throughput is aggregated over all clients, and

latency is averaged per request; the tips of arrows mark P95 latency.

The results presented in Figure 3.7 yield several observations. 1 In 3.7(a) and 3.7(d),

payloads are small and bandwidth is relatively abundant, favoring configurations with

smaller quorum sizes, i.e., MultiPaxos/Raft. Crossword performs as well as them and

delivers better throughput than RSPaxos/CRaft by 1.9x. 2 In contrast, 3.7(b) and 3.7(e)

favor fewer shards per server, and thus Crossword performs as well as RSPaxos/CRaft

and outperforms MultiPaxos/Raft by 2.0x. 3 In 3.7(c) and 3.7(f), Crossword outperforms

all four others by up to 2.1x thanks to its adaptability in choosing the best per-instance

configuration according to payload size. 4 For all cases, latency numbers match the inverse

of bandwidth numbers due to the closed-loop nature of clients.

Varying Payload Size in Finer Grains. Figure 3.8(a) varies the mean value size from 8B

to 256KB, while keeping other settings the same as in the regional setting. Crossword

matches MultiPaxos on the left end and outperforms both when payloads are around the
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Figure 3.8: Throughput with varying mean value size, cluster size (i.e., replication

factor), and put request ratio. See §3.4.1 payload size and sensitivity paragraphs.

bandwidth-constraining threshold, which appears to be ~4KB in our setup. With ⩾ 64KB,

Crossword tends to prefer c= 1 and approach RSPaxos, while both outperform MultiPaxos

by larger ratios (>4x).

Sensitivity to Cluster Size and Put Ratio. Figure 3.8(b) and 3.8(c) verify the effectiveness

of Crossword across four different cluster sizes and three different Put request ratios

under the regional setting. Results show that Crossword consistently delivers improved

performance of up to 2.3x over MultiPaxos and 1.4x over RSPaxos for all cluster sizes.

Crossword brings larger improvement to higher Put ratios, since all Gets are treated in

the same way across all protocols.

Performance Breakdown. To further dissect the differences between configurations, we

present in Figure 3.9 a breakdown of the response time of an average instance carrying

64KB payloads. In this case, Crossword chooses c = 1 and brings 71% reduction to the

time spent in leader-to-follower Accept messages and durability. As a tradeoff, a larger

reply quorum is required, introducing a slight overhead to that segment. Computing the RS

code incurs negligible overhead.

We also observe that in this experiment, outside of snapshots, Crossword and RSPax-

os/CRaft consume 913MB of space for the durable log, while MultiPaxos/Raft consume

1467MB. This shows a minor side benefit of log storage space reduction on the log by 38%.
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Figure 3.9: Latency segments breakdown of time spent in different steps of a bandwidth-

bounded instance. See §3.4.1 performance breakdown paragraph.
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Figure 3.10: Real-time dynamic adaptability of Crossword configuration. See §3.4.2.

3.4.2 Dynamic Adaptability

To demonstrate Crossword’s runtime adaptability to both workload size shifts and network

environment changes, we trace the real-time aggregated throughput of 15 closed-loop clients

on a 5-node cluster while changing relevant parameters along the way. For runtime network

performance changes, we use tc-netem, a Linux kernel built-in traffic control queuing

discipline for network emulations [224]. Clients initially run 100% Put workloads with 64KB

payloads. Throughput values are profiled at 1-second intervals and presented in Figure 3.10.

The four changes in order are: 1 average payload size reduces from 64KB to 4KB, 2 network

bandwidth drops from 1Gbps to 100Mbps per link, 3 network bandwidth returns to 1Gbps

per link, and 4 two nodes in the cluster experience lag with 10x worse delay and bandwidth.

The changes happen at 15 seconds apart from each other. MultiPaxos and Raft always use a

[c= 3,q= 3] configuration, while RSPaxos and CRaft always use [c= 1,q= 4]. Crossword

adapts to the best configuration among valid ones and matches the best performance among

the rest of the protocols at all times.
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Figure 3.11: Real-time comparison of protocols’ leader failover behavior. See §3.4.3.

3.4.3 Graceful Leader Failover

To show the performance impact of leader failover to all five protocols, we trace the real-time

aggregated throughput of 15 closed-loop clients making 64KB requests to a 5-node cluster

in Figure 3.11, while crashing the leader node at 15 and 55 seconds. To make failover gaps

easier to observe, for this experiment specifically, we increase the heartbeat timeout on

followers to 1.5 seconds and turn off snapshotting for all protocols. We annotate the figure

with in-use configurations and indicators for failover unresponsiveness durations.

We make the following observations. 1 Classic protocols MultiPaxos and Raft recover

from leader failover instantly; the only sources of delay are the heartbeat timeout and the

leader election round. 2 Crossword exhibits similar graceful failover behavior with ~2x

longer gap; the additional delay is introduced by the reconstruction time of not-yet-gossiped

instances at the end of the new leader’s log. Also, note that after the first failover, Crossword

operates with a [c= 2,q= 4] configuration—the best choice then. 3 RSPaxos experiences

significantly longer downtime after the first failover due to the inevitable reconstruction

work to fill the new leader’s log with complete data. In practice, this downtime is bounded by

the interval between expensive state-sending snapshots, or could be otherwise unbounded

if the system does not employ such snapshot mechanisms. RSPaxos returns to the original

throughput level due to keeping c = 1; this leads to it being totally unavailable after a

second failure. 4 CRaft shows an even longer downtime after the first failure due to the

additional work of falling back to full-copy replication, after which it comes back to the

same throughput level as Raft. We make the second failure late enough so that fallback is

successful (fb=ok). The same pattern repeats after the second failure.
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3.4.4 Unbalanced Assignment Policy

Crossword also supports unbalanced assignment policies. To demonstrate potential benefit,

we use tc-netem to set up a static yet asymmetric network environment across 5 nodes

where followers S1 and S2 have 1Gbps bandwidth connected to the leader, S3 has 400Mbps,

and S4 has 100Mbps. We run the same 64KB-value workload and configure Crossword

to use an assignment policy that assigns 5 shards to each of S1 and S2, 3 shards to S3, and

1 shard to S4. Figure 3.12 shows that Crossword (unbalanced) establishes a better match

between the amount of assigned load and the link bandwidth, delivering a higher throughput

of ~1.4x over MultiPaxos/Raft and balanced policy. The default settings of RSPaxos/CRaft

yield better throughput with lower fault-tolerance of f= 1.

3.4.5 Gossiping-Related Parameters

We evaluate the impact of two gossiping-related factors: the gossip gap length and the effect

of gossip batching.

Follower Read Staleness with Gossiping Gaps. Systems that apply multi-versioning

to objects may allow a follower to serve reads locally with the newest value it knows. The

replies are not linearizable but sequentially-consistent, possibly stale versions [20, 190].
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Figure 3.15: Macro-benchmark throughput-latency curves using YCSB-A key trace,

TiDB payload size profile of Figure 3.1, and with keyspace partitioning deployment. See §3.4.6.

Figure 3.13 shows the average staleness of follower reads (measured as the version

difference from the latest value at leader) on an object of 8B size (thus least favorable to

Crossword), varying the frequency of writes. MultiPaxos consistently delivers close-to-zero

staleness, while RSPaxos cannot support such follower reads. We force Crossword to use

a c= 1 configuration to expose its worst-case staleness, and try three different gossiping

gap lengths. A larger gossiping gap leads to higher staleness if writes are frequent; a gap

length of zero converges to MultiPaxos but would lead to premature gossiping attempts as

discussed in §3.3.2. We default to a reasonably small gap length of 400KB.

Effectiveness of Gossip Batching. Figure 3.14 presents the network bandwidth utilization

percentage of leader-to-follower links (L-F) and follower-to-follower links (F-F) under a 64KB-

value workload. Utilization is profiled by accumulating the total size of messages transferred

divided by the link’s bandwidth, while fixing end-to-end user throughput to the same as

MultiPaxos. Crossword moves
2

3
of the payloads into background F-F communication, and

can further reduce F-F bandwidth usage by 13% through batching all gossips of each ~20ms

cycle into a single round of Reconstructs.

3.4.6 YCSB with Keyspace Partitioning

We run a macro-benchmark using YCSB-A with Zipfian distribution [74] to generate a

trace of key accesses out of 1k keys; we treat each request as a generic Put and sample

a payload size from the TiDB workload profile presented in Figure 3.1. We partition the

keys into 5 disjoint ranges and run one consensus group per partition on the same set of

5 regional cluster machines with rotating leaders (i.e., machine i serves as the leader of

partition i and a follower in the other 4). This architecture matches how data systems deploy

consensus [45, 153, 339]. We include a Chain Replication implementation [295].
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Figure 3.15 presents the throughput-vs-latency curves measured by varying the number

of clients. We make the following observations. 1 When total system bandwidth is not

saturated (lower-left part of each curve), Chain Replication exhibits the highest latency due

to its chain propagation structure; Crossword outperforms other protocols, matching the

results in §3.4.1. 2 All protocols (except Chain Replication) exhibit throughput limitations.

Crossword delivers higher maximum throughput than MultiPaxos due to follower gos-

siping being transparently postponed in hot partitions in favor of critical-path messages.

RSPaxos/CRaft have an even higher throughput limit because they simply have no gossiping.

Chain Replication has not hit its throughput limit due to its chain structure, but latency

would ramp up further as load increases.

3.4.7 TPC-C over CockroachDB

To demonstrate the end-to-end performance improvement that Crossword brings to a

database system, we run TPC-C over CockroachDB [339] v24.3.0a across 12 nodes in the

regional setting, with 200 warehouses input, 5 replicas per table key-range, and 400 concur-

rent workers. We compare its vanilla Raft implementation with our Crossword patch and

a 1-shard-forced configuration (that mimics CRaft). We keep default Cockroach settings

except for turning off leader/leaseholder rebalancing and transactional write pipelining

features, for both compatibility with our patch and more deterministic results. We pick

4KB/8KB as payload thresholds for choosing c= 2/c= 1 configurations, respectively.

Figure 3.16 shows the throughput (in txns/s), per-txn latency (in ms), and P95 latency

(tips of arrows). Crossword brings up to 44% speedup to read-write transactions (NO,
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PM, and DL) and less improvement to read-only transactions (OS and SL). Throughput

follows similar relative improvement with per-txn latency, but the absolute numbers are

adjusted by their percentage in the workload mix. Crossword brings 1.32x higher aggregate

throughput. The 1-shard configuration leads to unchanged (and sometimes slightly worse)

performance due to wasteful sharding for small payloads.

3.4.8 RS Code Computation Overhead

We verify that the overhead of computing RS code is negligible in the overall span of a

consensus instance. Table 3.3 presents the time taken to compute (5,3)-coding on inputs of

different sizes using SIMD on 32 CPU cores (including memory allocation and serialization

overheads) and the overall per-request CPU/memory usage overhead at the leader. Even for

1MB, this takes no longer than 1ms. Compared to the latency values in Figure 3.7, computing

RS code contributes < 1% and introduces negligible CPU/memory overhead (besides the

memory space for parity shards).

3.5 Supplementary Discussion

In this section, we enumerate related work and discuss their insufficiency for dynamic

data-heavy workloads or their orthogonality to Crossword. We also discuss the effects

and opportunities brought by recent high-end network hardware.

3.5.1 Erasure-Coded Consensus

RSPaxos [258] is, to our knowledge, the first proposal on integrating erasure coding with

consensus. It assigns exactly one shard to each server to minimize network and storage

costs; as a sacrifice, it offers a weaker availability guarantee in all cases. CRSRaft [293] and

adRaft [294] apply the same idea to Raft. CRaft [348] is a recent proposal that falls back to

Payload size 4KB 16KB 64KB 256KB 1MB 4MB

Time taken 1µs 4µs 16µs 77µs 1ms 6ms

CPU usage 1.25% 1.24% 1.24% 1.26% 1.25% 1.26%

Memory usage 1.6KB 6.4KB 25.6KB 102.4KB 409.6KB 1.6MB

Table 3.3: RS (5,3)-coding computation time and resource usage overhead. See §3.4.8.
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full-copy replication upon failures; it operates identically on the critical path and hence still

offers a weaker fault-tolerance level. ECRaft [361] andHRaft [165] propose smoother fallback

mechanisms by gradually replenishing shards on healthy nodes. FlexRaft [377] achieves a

similar goal by altering the RS-coding scheme. All of these variants do not fully address

degraded availability, shard assignment rigidity, and ungraceful failover. Pando [338] is

a higher-level, WAN-optimized, coded replication protocol that emphasizes a latency-to-

storage-cost tradeoff, which is a different goal from ours (run-time dynamism); it assumes a

topology with frontends, uses a pre-deployment planner to assign quorum memberships,

and does not yet support reconfigurations. Racos [372] applies erasure coding to Rabia [273],

a leaderless randomized consensus protocol, to reduce leader load.

3.5.2 Bandwidth-Aware Techniques

We discuss general bandwidth-aware design techniques and system architectures.

Address Space Partitioning. Gaios [45] is one of the first systems that deploy Paxos in

a scalable manner to support data storage. It does so by partitioning the address space of

keys into disjoint regions and assigning them to Paxos groups. Each group spans multiple

servers and each server can host multiple agents of different Paxos groups; the placement

of groups is managed by a separate fault-tolerant service. This design has been adopted by

modern systems [75, 134, 153, 164, 227, 339], oftentimes as Raft groups. Recent work also

demonstrates using auto-sharding [4] to further extend their flexibility. In such architectures,

Crossword can easily be applied to each of the consensus groups.

Master/Metadata Replication. Distributed storage systems may split data and metadata

into two separate layers: a weakly-consistent, possibly erasure-coded data store and a

strongly-consistent, consensus-backed metadata service [21, 111, 239, 346, 360, 379]. This

design, termed master replication, provides a workaround for uniformly data-heavy work-

loads but comes with three drawbacks. 1 It entails at least two rounds of operations for

any request, one through the data store and the other through the metadata service (in

strict order), bringing higher latency especially for smaller payloads. 2 To provide overall

linearizability, it requires a multi-versioned data store with carefully-timed garbage collec-

tion so as to ensure all the in-use data references held by the metadata service stay valid.

This increases system complexity even when unnecessary. 3 It does not help when the

metadata themselves are heavy [70, 375], in which case Crossword still applies. Overall,
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we believe erasure-coded consensus provides an attractive alternative of less error-prone

designs, because a flat deployment of consensus achieves the same guarantee in one round

and imposes no special requirements on the storage layer.

Pipelining and Chain Replication. Pipelining is a technique for building throughput-

optimized systems. Several works have demonstrated applications of this technique in the

context of consensus and replication. Chain Replication [295, 324] is a classic protocol

offering consistent high-throughput replication by organizing replicas as a one-directional

chain. RingPaxos [245], ChainPaxos [101], and others [12, 68, 381] apply similar ideas to

derive higher throughput and to simplify membership management. These protocols are

purely bandwidth-optimized but have two significant downsides. 1 They amplify latency

by a multiplicative factor. 2 They are particularly vulnerable to stragglers and performance

asymmetry along the chain.

Data Relaying or Dissemination. Several works including PigPaxos [68], S-Paxos [44],

and Autobahn [115] explored data relaying or block dissemination techniques that relieve

contention at the leader by making payload transfer multi-hop or asynchronous, albeit still

on the critical path. These techniques could be combined with Crossword’s gossiping path

to further improve scalability under constant high load.

3.5.3 High-End Network Hardware

Hardware advancements in recent years have pushed forward the deployment of 40/100GbE

or higher-bandwidth network devices. Unfortunately, they offer limited help to replication.

1 These network interfaces and interchange devices are usually deployed in intra-datacenter

networks and have limited availability in wider area [22]. 2 Replication is only one part

of a system; it often shares the network infrastructure with other data-heavy application

logic [111, 153, 296, 339, 382]. 3 Payload sizes keep growing into the MBs or even GBs.

Bandwidth constraints are unlikely to be fully eliminated by newer generations of hardware.

We believe protocol-level improvements prove useful.

As multi-NIC servers become more popular [22], Crossword will bring higher gains,

because background follower gossiping can take advantage of separate NICs and impose

zero interference with critical-path messages.
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3.6 Optimistic Connectivity in the Form of Adaptive

Quorum-Shards Tradeoff

To summarize, we present Crossword, an adaptive consensus protocol for dynamic data-

heavy workloads by integrating erasure coding with flexible shard assignment policies,

retaining the availability guarantee and failover behavior of classic consensus.

Crossword is a tangible realization of the optimistic connectivity design principle.

Given the cluster size, the set of configurations is the set of all valid shard assignment

policies. Optimistically choosing a policy that distributes fewer shards per server helps

alleviate the bandwidth stress for data-heavy instances, but requires higher connectivity

in order to conform to the availability boundary. Assignment policies are tunable for each

instance independently, granting fault tolerance and adaptability.

We envision that dynamic data-heavy workloads will be a rising challenge facing lineariz-

able replication systems; we take Crossword as a first step towards optimal and practical

solutions that address the bandwidth constraint and dynamism imposed.
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Chapter 4

Bodega: Always-Local Linearizable

Reads via Generalized Roster Leases

In cloud replication systems, simple access semantics are critical. In particular, linearizability

is a strong consistency level they strive to provide: for interrelated requests, clients must

observe a real-time serial ordering, as if they are talking to a single node [141, 149]. As

presented in §2.1.3, with a linearizability interface, scalable services can be readily built

atop consensus systems [16, 33]. However, delivering high performance in linearizable

systems, even for read-only requests, remains a daunting challenge when deployed in the

ever-expanding cloud environment.

Local Linearizable Reads in the Geo-Scale Cloud. In the cloud era, systems replicate

critical data across multiple geographically-distinct availability zones [23, 25, 72], to guard

against correlated failures caused by power outage, fire, natural disaster, or operator error [56,

61, 126, 340]. By spreading replicas globally, robustness is achieved, but at the cost of

performance due to the inevitable wide-area quorum round trips [208].

The physical distribution of replicas yields an opportunity to serve read requests locally

from a client’s nearest replica. Reads usually comprise a majority of the workloads [24, 74,

272, 278]. Achieving local reads can greatly reduce read latency (from 20~300 ms WAN RTT

down to single digits for nearby clients) and drastically increase overall throughput. This,

however, is not a straightforward task.

Existing Solutions Fall Short. Existing consensus protocols have demonstrated a variety

of effective wide-area optimizations, but none, to our knowledge, supports coherently
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fast linearizable reads for workloads containing even small amounts of interfering writes.

Leaderless protocols [67, 171, 195, 244, 253, 302] allow near quorums but not local reads.

Others explore flexible quorums [124, 140, 147, 202, 338], utilize special hardware or client-

side validation [17, 89, 110, 217, 285, 323, 366], or exploit API semantics favoring writes [101,

107, 108, 234, 269, 277, 295, 379].

Read leases (described in detail later) [28, 43, 63, 64, 120, 254, 255] are so far the most

compelling, but existing lease-fused protocols are only effective either at the stable leader

or during quiescent periods without interfering writes. In cloud deployments, dynamism

and non-uniformity are the norm. A consensus read protocol will unlikely deliver good

performance if it has tight location restrictions or is easily interrupted by writes.

Self-Containment Necessitates Leases. A primary challenge of designing consensus

protocols for critical workloads is that the protocols must be self-contained, i.e., they cannot

depend on external services to deliver essential information about the current role of nodes.

Self-containment is needed for several reasons. First, to provide local linearizable reads, the

consensus protocol must know whether or not the local data is the most recent; contacting

an external service to obtain this information would defeat the purpose of local reads.

Second, given that fault tolerance must be provided, having external dependencies would

reduce its guarantees to those of the external services [177, 290, 339]. Third, as minor goals,

self-containment avoids the complexity of deploying, tuning, and scaling extra dependencies.

Within the design space of self-contained protocols, we observe that leases are a vital

and powerful primitive. They carry timed promises that naturally tolerate faults through

expiration [120], while only requiring bounded clock drifts (typical in today’s cloud envi-

ronments [110, 156, 210, 246]). This opens the gateway to local linearizable read protocols.

Leases Were Not Fully Exploited. Existing lease-infused protocols, however, do not

employ the most suitable types of promises for local reads, and thus cannot fully realize

their potential. As a motivating example, Figure 4.1 shows a 5-site cluster where S0 is the

leader (and S4 is a local-read-enabled replica, if eligible), and reports the frequency of servers

being touched by read requests from a client near S4. The workload contains 99% reads and

only 1% writes, which favors existing approaches. Classic consensus (MultiPaxos) requires

a majority accept quorum around S0. Leader Leases only protect stable leadership, so S0 can

reply to reads directly, yet the delay between client and S0 persists. Quorum Leases allow

nodes to grant read leases to follower peers, but prevent them from accepting writes while
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Figure 4.1: Frequency of touching a node on the critical path of reads by a client near

server node S4, in a cluster where node S0 is the leader, with infrequent writes in the workload.

S4 has local read capability of the protocol enabled if eligible. The ideal outcome is 100% of

reads served at S4 (which Bodega achieves).

holding leases, rendering them vulnerable to even small amounts of concurrent writes to

the key. As a result, a significant portion of reads are redirected to the leader S0.

Our Approach with Optimistic Connectivity. We introduce the notion of a roster: a

generalized cluster metadata that dictates not only leadership but also an assignment of

local-read-enabled replicas (called responders) for arbitrary keys. The roster opens up the

opportunity to apply the design principle of optimistic connectivity, where read-heavy

nodes can be optimistically marked as responders, offering local reads on proper keys at

the price of being included in their write quorums. To enable safe and seamless changes

between rosters, we introduce roster leases, a novel all-to-all generalization of leader leases,

deployed off the critical path to protect the agreement on the roster with no observable

overhead. Roster leases stay valid in the absence of failures or proactive changes.

With roster leases, we present Bodega, a consensus protocol capable of serving lin-

earizable reads locally anywhere at any time. Bodega assures that writes never commit

before reaching all of the key’s active responders. A responder that holds a majority of

leases can thus serve reads directly if it knows the latest value will commit. When unsure, it

optimistically holds the read locally until enough information is gathered, optionally utilizing

early accept notifications to accelerate the hold. The roster may be changed manually by

users, automatically according to statistics, or in reaction to failures. In Figure 4.1, Bodega

is able to handle all reads by the client locally at S4.

Overview of Contributions. In this chapter, we present the following contributions. 1 We

introduce the notion of roster and propose Bodega, a consensus protocol equipped with a

novel all-to-all roster leases algorithm plus various optimizations, enabling local linearizable

reads anywhere in a replicated cluster at any time during normal operation. 2 We provide
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a thorough comparison across linearizable read approaches. 3 We implement Bodega and

seven related protocols/variants on Summerset, our protocol-generic replicated key-value

store, in a sum of 28.2k lines of async Rust. 4 We evaluate Bodega comprehensively against

previous works and two production coordination services, etcd and ZooKeeper, on 5-site

CloudLab clusters. Our evaluation shows that Bodega speeds up client read requests by

5.6x∼13.1x versus previous approaches under slight write interference, delivers comparable

write performance, supports proactive roster changes in two message rounds as well as self-

contained fault tolerance via leases, and matches the performance of sequentially-consistent

etcd [96] and ZooKeeper [155] deployments across all YCSB variants.

The rest of this chapter is organized as follows. §4.1 provides detailed background

knowledge and discusses existing solutions to linearizable reads. §4.2 presents design of

Bodega. §4.3 gives a formal comparison across protocols and a concise proof. §4.4 describes

our implementation of Bodega in Summerset. §4.5 shows our experimental setup and

presents comprehensive evaluation results. §4.6 provides additional discussion on potential

extensions and related work. §4.7 summarizes and highlights how the idea of optimistic

connectivity is concretized via lease-protected composition of the roster.

4.1 Specific Background

We provide background on the distributed lease technique, discuss existing solutions, and

derive our goals for Bodega.

4.1.1 Distributed Lease

Leases are a common distributed system technique [120]. They may be deployed as user-

facing APIs through distributed locks [54] or TTL-tagged objects [96], or as protocol-internal

optimizations; we focus on the latter.

A lease is, conceptually, a directional limited-time promise that a grantor node makes to

a grantee. It relies on bounded clock speed drift between the two ends, that is, over a given

physical expiration time tlease elapsed, the two nodes’ clocks do not deviate more than a

small t∆. This is typically true in today’s cloud environments [110, 156, 210, 246]; note that

it does not assume synchronized clock timestamps [28, 75, 222].
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Figure 4.2: Demonstration of standard lease granting. Left: the guard phase establishes

the first iteration of promise coverage; grantee welcomes the first Renew only if it is received

within the guarded period (C < A’). This allows the grantor to derive a safe D’ = B’+t
lease

+t∆
even if the RenewReply is lost, such that C’ < D’. Right: the grantor attempts to extend the

promise with a Renew (or to actively revoke it with a Revoke), but has not yet received the
grantee’s reply. The leasing logic assures that E’ < F’ holds; therefore, if the grantee indeed

failed, after timestamp F’ the grantor can assert the promise is no longer believed by the

grantee. Optimizations for more aggressive expiration exist when replies are successful [254].

Standard One-to-One Leasing. The procedure of activating one lease between two

nodes consists of an initial guard phase and repeated endow (i.e., renew) phases, depicted

in Figure 4.2. The guard phase (left half) establishes the first iteration, and the endow

phases (right half) keep it refreshed periodically [120, 254, 255]. The goal is to maintain this

invariant: the grantor-side expiration time is never earlier than the grantee-side. A lease

is considered held by the grantee when its clock has not surpassed tlease−t∆ after the last

endowment received. The grantor can proactively deactivate the lease with a Revoke or, in

the case of unresponsiveness, wait for tlease+t∆ without endowing to let it safely expire.

See the subcaption of Figure 4.2 for a walkthrough of the standard leasing procedure.

4.1.2 Previous Work on Read Optimizations

Figure 4.3 presents a coarse-grained categorization of previous approaches to linearizable

reads. The following sections discuss them in the general order from right to left.

4.1.2.1 Classic Protocols and Leader Leases

Protocols such asMultiPaxos [193], VR [268], and Raft [271] are the de-facto standards

implemented in the wild [75, 96, 153, 330, 339]. We have described these protocols in detail

in §2.2. While stale read options exist [63, 269], normal reads are treated obliviously just

like other commands.
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Leader Leases [63] are a commonly deployed optimization to establish stable leadership.

All nodes grant lease to the most recent leader they are aware of (including self) after

invalidating any old lease given out. If a leader S is holding ⩾m leases, it can safely assert

that it is the only such leader in the cluster, i.e., the stable leader. Therefore, S (and only S)

can reply to read requests locally using the latest committed value, knowing that no newer

values could have been committed.

4.1.2.2 Leaderless Approaches

Leaderless (or multi-leader) protocols distribute the responsibilities of a leader onto all nodes,

improving scalability and latency under wide-area settings by allowing a fast-path quorum

nearer to the clients. However, they are sensitive to command interference and often make

local reads infeasible without degrading back to a leader-based protocol.

Mencius [244] assigns the leader role in Round-Robin order across nodes based on slot

index. This mainly benefits scalability.

EPaxos [253, 333] exploits the idea of inter-command commutativity and dependencies

fromGeneralized Paxos [195] and allows any node to act as the command leader for nearby

clients. Nodes attach to each command its dependency set; without concurrent conflicting

proposals, consensus can be reached on the fast path of PreAccepts by a (super-)majority

quorum. Conflicts in proposed dependencies require a second phase to resolve. Local

reads are inherently hard to achieve in such a protocol without degrading to a leader-based

protocol on keys of interest [333].
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SwiftPaxos [302] builds upon EPaxos and improves its slow path to 1.5 RTTs (vs. 2 RTTs)

by re-introducing a dictating leader in the slow phase.

PQR [67, 124] applies EPaxos-like leaderless optimization to only reads and not writes.

Clients broadcast read requests directly to the nearest majority of servers. If all replies

contain the same latest-seen value, all in committed status, then this value must be a valid

linearizable read result. Otherwise, the client starts a repeated rinse phase, retrying on

arbitrary servers until the value becomes committed.

4.1.2.3 Enhanced Read Leases

Several works explored enhancements to read leases beyond stable leadership, enabling local

reads in a broader scope.

Megastore [28] is a database storage layer that grants read leases to all replicas by a

standalone coordinator. These leases carry the promise of not permitting any writes to

covered keys. When writes arrive, leases are actively revoked (requiring an extra round-

trip to all replicas) and local reads at followers are disabled until leases are re-granted.

Megastore leases cover either all replicas or none; they also require external coordination

and experience long downtimes during concurrent writes.

Quorum Leases [254, 255] extend leases to configurable subsets of replicas. Leases are

granted by replicas themselves, removing the need for an external coordinator. Upon writes,

revocation actions are merged with the natural Accept messages and their replies, avoiding

extra round-trips for writes in failure-free cases. Quorum Leases improve the configurability

and write performance aspects of Megastore, but insufficiencies with reads remain. 1 Lease

actions remain on the critical path, leading to frequent interruptions from writes. 2 When

fast-path local reads fail during lease downtimes, they are redirected to the leader or retried

indefinitely by clients, leading to suboptimal slow-path latency. 3 Assignment of grantees

is configurable but only through normal consensus commands, making failure cases hard to

reason about and implement.

4.1.2.4 With External Coordination

Protocols listed below are notable examples that assume external coordination.
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Hermes [171] is a primary-backup replication protocol inspired by cache coherence pro-

tocols. It allows reads to be completed by individual nodes assuming that writes reach all

nodes and are resolved synchronously with respect to each other (similar to CPU shared

cache invalidation). Hermes inherits its architectural assumption from Vertical Paxos [202],

requiring an external membership manager for reconfigurations upon failures.

Pando [338] is a WAN-aware, erasure-coded protocol that emphasizes cost efficiency. It

allows statically tunable read-write quorums, which are configurable ahead-of-time before

deployment. It assumes a network topology with frontends and relies on an external service

for membership management.

4.1.3 Summary of Goals

After reviewing existing solutions, we summarize the desired properties of a linearizable

read protocol as our design goals:

• Self-contained: no dependencies on external metadata oracle.

• Local reads anywhere: enable local linearizable reads at arbitrary, runtime-configurable

subsets of replicas as appropriate.

• Local reads at any time: keep reads localized during concurrent interfering writes,

minimizing degradation time and maintaining good slow-case latency.

• Configurable: tunable dynamically at runtime and against arbitrary ranges of keys.

• Non-intrusive: designed atop classic consensus, introducing marginal performance

impacts on writes and retaining availability under any minority number of failures.

Via these goals, Bodega delivers superior performance compared to aforementioned ap-

proaches. We will show them both theoretically (§4.3) and experimentally (§4.5).

4.2 Design

In this section, we present the design of Bodega, an always-local linearizable read protocol.
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Design Outline. We derive a complete design in three steps: 1 define the notion of roster,

2 design optimal normal case operations, assuming replicas agree on the same stable roster,

and 3 introduce all-to-all roster leases, the enabler behind the fault-resilient agreement on

the roster.

For clarity, we adhere to Paxos-style terminology throughout this chapter. All the

optimizations are applicable to Raft-style protocols due to their fundamental duality [347].

4.2.1 The Roster

We start by introducing the core concepts behind Bodega: responder status and the roster.

A node is a responder for a key if it is expected to serve read requests on that key locally

without actively contacting other nodes. A roster is the collection of each node’s desired

capabilities at a certain time; specifically, it dictates:

• The node ID of the current leader node.

• For each (range of) key(s): the node IDs of its responders.

The roster is a generalization of leadership from classic protocols: besides the one special

leader role, we now have special responder roles for selected keys. The leader can be

implicitly treated as a responder for all keys, and different keys can additionally mark

different nodes as responders.

The optimal choice of responders for each key depends on various factors: 1 client

locations and proximity, 2 workload read-heaviness and skewness, and 3 cluster topology

and status (e.g., if a node is exceptionally distant or lagging). This work focuses on the

mechanisms supporting the roster rather than the policies for tuning it; we recognize that

the latter could be an intriguing study on its own.

The system starts from an empty roster with a null leader ID and an empty responder

set for the entire keyspace. Every newly-proposed roster is associated with (and identified

by) a unique ballot number, forming a ⟨bal, ros⟩ pair, where bal is the ballot number formed

by concatenating a monotonically increasing integer b with the proposing node’s ID r to

ensure uniqueness. Rosters of different ballots may contain the same content, but are still

considered different rosters. Roster changes may happen due to explicit requests by users,

automatic tuning from statistics, or mandatorily in reaction to failures.
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write

local read

near S4

near S3
hold
until 

S0
S1

S4

S3S2
near S1

no

local
read

Figure 4.4: Normal case operations of Bodega. Assume that all nodes agree on the same

example roster: S0 is the leader (golden crown), and S0,2,3,4 are responders for a key (red-white

star) while S1 is not. In the example shown, S3 has not committed the latest write, while S4 has

committed that write. See §4.2.2.

4.2.2 Normal Case Operations

We first describe normal case operations, using Figure 4.4 as a demonstrative example. In a

5-node cluster, S0 is the leader (depicted by the crown) and S2,3,4 are additional responders

(depicted by the red star symbols) for a specific key k. Assume, in this section, that this is

the latest roster all nodes know and consider stable according to leases. Nodes use their

known roster to assure that writes to k would never commit before reaching all of its active

responders. A responder can therefore serve reads directly if it knows the latest value of k

will commit; when unsure, optimizations exist, as we will present next.

4.2.2.1 Writes

Writes follow the same leader-based process as in MultiPaxos (Figure 4.4 blue arrows), except

for an updated commit condition. Normally, a write to key k can bemarked as committed and

acknowledged once ⩾m AcceptReplys are received. We impose an additional constraint

that it must also have received replies from all the responders for k, according to the leader’s

current roster.

Requiring a write quorum that covers all responders is an unavoidable penalty that any

local linearizable read algorithm must pay. Luckily, without far-off responders, this penalty

is marginal as wide-area consensus systems usually already prefer a leader with relatively

uniform distances to other replicas, and the write must anyway reach a majority. This aligns

with previous observations [255] and our evaluation results (§4.5). Distant responders could

still be appropriate for certain workloads, depending on users’ bias on read performance.
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4.2.2.2 Reads

Clients send read requests on key k to the closest responder server for k (Figure 4 green

arrows). It is common for clients of wide-area systems to be co-located with some replica;

for example, consensus is usually part of an outer system, e.g., a database, where requests

come directly from participating sites, but this is not a requirement. Servers that expect

read-heavy workloads from nearby clients should, in general, be marked as responders for

the corresponding keys.

When a server S (with a stable roster) takes a read, there are three cases. 1 S is the leader,

in which case S simply finds the highest committed slot in its log that contains a write to k

and returns the value. The leader does not need to worry about in-progress writes [63]. 2

S is neither a leader nor a responder for k (e.g., S1 in Fig. 4.4), in which case S rejects the

read and promptly redirects the client to another server, preferably a close-by responder or

the leader. 3 S is a non-leader responder. In this case, S looks up the highest slot in its log

that contains any write to k. If none found, return null. If the found slot is in committed

status, S immediately replies with the value (e.g., the read at S4 in Fig. 4.4). Otherwise, S

cannot yet determine whether that value will surely commit or will be overwritten due to

impending failures (e.g., the read at S3). Returning this pending value risks linearizability

violation; therefore, S optimistically holds the read.

Optimistic Holding. The holding mechanism is optimistic in that it expects S and its

connection with the leader to remain healthy and for the slot to be committed soon. In

failure-free cases, S may need to wait as long as up to one RTT to be notified that an

interfering write has committed (from when S receives the Accept from the leader and

replies to it, to when S receives the Commit notification), or as short as instantly. Note that

even with a constant stream of writes, held reads will not be blocked indefinitely: they are

released as soon as their associated slot turns committed. The responder does not make any

active communication to query for the commit status.

A responder S optimistically holds a local read by adding it to a pending set attached

to the corresponding slot. Upon receiving the commit notification for a slot, S releases the

pending reads and replies with the committed value. To handle cases where the leader fails

to notify S promptly, clients start an unhold timeout when sending local read requests; if the

timeout is reached, clients proactively issue the same request to another responder or the

leader (with the same req ID, which is safe since reads are idempotent) and use the earliest
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reply. A good timeout length is longer than the usual RTT between S and the current leader.

Early Accept Notifications. While optimistic holding already delivers outstanding local

read performance, Bodega introduces a further optimization that reduces average holding

time: followers not only reply to Accepts on key k to the leader, but also broadcast notifica-

tions to k’s responders. Once a responder S has receivedm notifications (counting self), it

can assert that a pending slot will surely commit even across minority failures. A similar

optimization exists for BFT writes [60]; Bodega applies it to local reads and allows selective

notifications to only k’s responders. On average, this halves the expected holding time for

interfered local reads.

4.2.3 Roster Leases

So far, we have assumed a consistent roster across the cluster without showing how it is

achieved. The idea is to exchange roster leases in an all-to-all manner, between at least

a majority of nodes and all nodes that may be responders for some key. When holding a

majority number of leases, responders know that the roster is stable, and the leader (as an

implicit responder) also knows the identity of all responders and will not commit writes

without notifying them.

Lease Primitive Leader Leases Roster Leases

Pattern one-to-one all-to-one all-to-all

Safe #grantors 1 m m

Must to whom - leader responders

The table above summarizes the key characteristics of lease mechanisms. We present how

Bodega deploys off-the-critical-path roster leases to establish a stable roster elegantly and

efficiently. We use Figure 4.5 as an illustration when needed.

Lease-related States. Besides the SMR log and the ⟨bal, ros⟩ pair, we let every node S

act as both a lease grantor and a grantee, effectively creating an all-to-all lease granting

pattern (recall §4.1.1 for how a standard one-to-one lease grant primitive works). This means

S maintains the following additional data structures: 1 two lists of grantor-side timers

Tguarding, p and Tendowing, p per peer node P; 2 two corresponding sets {}guarding and {}endowing

for tracking which peers are S currently guarding/endowing to; 3 two lists of grantee-side

timers Tguarded, p and Tendowed, p per peer P; 4 two sets {}guarded and {}endowed for tracking the
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S4
#20

x4

S3
#20

x4
S2
#32

x1

S1
#11

x1
S0
#20

x4

#20
#32

near S1

near S2

< 3

near S4

near S3

thresh#20
unreached

Figure 4.5: All-to-all roster leases demonstrated. In the example shown, S0,3,4 are each

holding ⩾ majority grants of roster #20; among them, S4 has not yet seen all the slots up to

#20’s safety threshold. S1 is disconnected from the rest and is stuck with an older roster of #11.

S2 is just initiating a new roster of #32. See §4.2.3.

guards/endowments S currently holds; 5 a list of safety slot numbers threshp, that specifies

the highest slot S has accepted from each peer P.

4.2.3.1 Roster Leases Activation

We first describe how roster leases are activated. Consider node X wants to announce a

new roster ros
′
; this could be due to, e.g., stepping up as new leader (by setting X as the

leader in ros
′
) or other reasons covered in §4.2.3.2. X composes a unique, higher ballot bal

′

by concatenating (b+1) with its node ID, where b is the higher part of the current bal. X

then broadcasts the ⟨bal ′, ros ′⟩ pair to all nodes including self.

For any node S upon receiving a ballot bal
′
higher than ever seen, it first ensures all old

leases are safely revoked or expired (discussed later in §4.2.3.2). Then, it moves on to ⟨bal ′,
ros
′⟩ and starts a initiate_leases(bal ′) procedure, where it begins granting leases for

the new roster to all peers asynchronously in parallel.

To each peer P, the procedure obeys standard lease granting: S and P first complete the

guard phase, exchanging a sequence of Guard, GuardReply, Renew, and RenewReply, and
utilizing proper timers along the way. If all goes well, S should have P in its {}endowing and

have Tendowing properly extended; it repeats renewals periodically to keep the S-to-P lease

refreshed. Similarly, P should have S in its {}endowed and have Tendowed kicked off properly.

Whenever a Tintent, p times out for any intent among the four, the peer is removed from the

corresponding set {}intent, leading to a retry of the guard phase or a proposal of a new roster.
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After transitioning to ros
′
, if S sees itself being the leader of ros

′
, it conducts the usual

step-up routine of redoing the Prepare phase for non-committed slots of its log.

Stable Condition and Safety Thresholds. As shown in §4.1.1 and above, a node P is

considered granted a lease by S when S ∈ P’s {}endowed set. Assume P itself is always in the

set. The size of this set, |{}endowed|, indicates the number of lease grants P currently holds.

When |{}endowed| ⩾m, then P knows at least a majority number of nodes in the cluster has

the same latest ⟨bal, ros⟩ as P and that at most one such roster exists; this is called the stable

roster of the cluster and is a necessary precondition for all optimizations described in §4.2.2.

For example, in Figure 4.5, the local reads at S1 and S2 are rejected due to an insufficient

lease count.

This condition alone is not enough, though. When a node directly inspects its log

and uses the highest slot index for local reads, it is assuming that its log is up-to-date and

contains all the recently accepted instances; this is normally true, but could be violated

when a fell-behind node joins a new roster. To address this, a node should be informed of

other peer’s acceptance progress when transitioning to a new roster.

We let Guard messages from S to P carry an extra number, which is the highest slot

number that S has ever accepted. P stores the number in its thresh list. A node permits local

reads only if it has committed all the slots up to the m-th smallest slot number in its thresh

list; otherwise, it might not have observed the latest committed writes yet. S4 in Figure 4.5,

for example, has not reached this condition.

In summary, all the stable leader and local read operations of §4.2.2 are preceded by the

following stable condition check:

|{}
endowed

|⩾m (4.1)

∧ ∃ size-m subset E⊆ {}
endowed

:

committed all slots up to threshp,∀p ∈ E

If the check fails, the operation falls back to classic consensus as if it is a write, which does

not require this check.
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4.2.3.2 Revocation and Expiration

Most roster lease activations happen when there are ongoing old leases in the system.

Broadly speaking, a roster change may be triggered by one of the following reasons.

• Node initiates a new roster in reaction to suspected failures, removing failed nodes

from special responder roles.

• Node autonomously proposes a new, more optimized roster according to collected

workload statistics and hardware conditions.

• Node receives an explicit roster change request from a user.

In either case, before initiate_leases(), a node S always invokes the revoke_leases(bal)
procedure synchronously to ensure that all the leases it is granting or holding with the

older ballot bal are safely revoked and removed. To do so, S clears its {}guarding set and

broadcasts Revoke messages carrying the old ballot. Whenever a node P receives a Revoke
with matching ballot from S, it removes S from the {}guarded and {}endowed sets and replies

with RevokeReply.
S either receives a RevokeReply from P promptly (common fast case) or has to wait for

expiration timeout (failure case), after which it removes P from {}endowing. Note that, unless

failures occur and force a wait on expiration, a roster change completes swiftly within two

message rounds: one for the revocation and the other for the initiation guards.

4.2.3.3 Piggybacking on Heartbeats

Heartbeats are ubiquitous in modern distributed systems; many systems already deploy

all-to-all heartbeats for tasks such as health tracking [96, 155, 253, 287]. This opens the

opportunity to enable roster leases without any common-case overheads, by piggybacking

lease messages onto existing periodic heartbeats. Bodega piggybacks all the Renew and

RenewReply messages onto heartbeats, and uses a proper heartbeat interval thb_send such

that leases are refreshed in time. Heartbeat messages also carry the sender’s ⟨bal, ros⟩ pair
to let receivers discover roster changes.

Each node has per-peer timers Theartbeat, p which are used for detecting failures from

peers; a peer is considered down if no heartbeats were received from it for thb_fail. A rule of
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thumb for choosing good timeout lengths for a cluster is:

avg. RTT< thb_send≪ thb_fail < tguard = tlease (4.2)

Bodega uses the following defaults for wide-area replication: thb_send = 120ms, thb_fail ≈
1200ms, tguard = tlease = 2500ms.

4.2.4 Summary of the Bodega Algorithm

We provide a complete presentation of the Bodega protocol in Figure 4.6 as a directly

followable implementation guide. The figure lists all actions a node r would take upon

certain conditions, grouped by purposes for clarity: triggers for a new roster, granting

procedure of new roster leases, heartbeats and lease renewals, handling client write

requests, handling client read requests. The description is based on a regular key-value

store API. Nodes implicitly retransmit non-acked messages. Broadcast message receivers

include the sender itself. Clock drift between nodes is assumed to be bounded by t∆, as is

required by any distributed lease algorithm; clock skews are irrelevant thanks to the lease

Guard messages. The arrows annotate a natural reading order that follows the usual flow of

the protocol.

4.3 Formal Comparison and Proof

For completeness, we give a qualitative comparison across all the notable linearizable read

optimizations (Figure 4.7, Table 4.1), and provide a concise proof of correctness.

4.3.1 Comparison Across Protocols

In Table 4.1, we model the normal-case write and read latency, degraded read latency under

write interference, and degradation period length of related protocols. Cells are shaded

according to example values from the Figure 4.8(b) GEO setting (lighter is better). We also

indicate whether a protocol retains the fault tolerance of classic protocols and whether

it allows tunable rosters. If tunable, we use its most read-optimized roster that tolerates

f= ⌊n
2
⌋ faults. Assume only one interfering write.
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Relevant

states

on

node r:

SMR log of slots Ballot# & roster: bal ros Heartbeat per-peer timers: T
heartbeat, p

Grantor-side per-peer timers: T
guarding, p T

endowing, p Grantor-side sets: {}
guarding

{}
endowing

Grantee-side per-peer timers: T
guarded, p T

endowed, p Grantee-side sets: {}
guarded

{}
endowed

Grantee-side per-peer safety slot#: threshp Per-slot early AcceptNote markers: {}
accnote, slot

Proactive roster change to ros
′
:

1: let bal be the current ballot

2:announce_roster(bal, ros ′)

Upon T
heartbeat, p timeout:

3: let bal, ros be curr. ballot & roster

4: if p has a special role in ros:

4:1:create new roster copy ros
′

4:2:unmark p in any responder set

4:3: if p was the leader of ros: re-

choose the leader of ros
′

4:4:announce_roster(bal, ros ′)

Do announce_roster(bal, ros ′):
5:compose a unique higher ballot#

bal
′ = (b+1).rID from bal = b._

6:broadcast Heartbeat⟨bal ′, ros ′⟩

Recv Heartbeat⟨bal ′, ros ′⟩ ← p:

7: if bal
′ > current ballot bal:

7:1:revoke_leases(bal)
7:2:update bal & roster to bal

′
, ros

′

7:3:initiate_leases(bal ′)
7:4: if I am the leader of ros

′
: re-

Prepare all in-progress slots

8:refresh hbeat timer Theartbeat, p

Repeat every heartbeat interval:

9: let bal, ros be curr. ballot & roster

10:broadcast Heartbeat⟨bal, ros⟩
11: for every p ∈ {}endowing:

11:1:extd. Tendowing, p by tlease+t∆

11:2:piggyback lease Renew⟨bal⟩
12: for every p ∈ {}endowed with un-

replied Renew⟨bal⟩s:
12:1:piggyback RenewReply⟨bal⟩

Recv RenewReply⟨bal⟩ ← p:

13: if bal ̸= current ballot: ignore

14: if p in {}endowing:

14:1:set Tendowing, p by tlease+t∆

Do revoke_leases(bal):

15:clear {}guarding to empty set

16:broadcast lease Revoke⟨bal⟩
17: for every p ∈ {}endowing, wait until:

17:1:either RevokeReply⟨bal⟩ is re-
ceived from p successfully, or

17:2:p gets removed from {}endowing

Recv Revoke⟨bal⟩ ← p:

18: if bal ⩾ current ballot:

18:1:rmv. p from {}guarded, {}endowed

19:reply RevokeReply⟨bal⟩ to p

Do initiate_leases(bal):
20: for every node p:
20:1:set Tguarding, p by tguard+t∆

20:2:add p to {}guarding

21:bcast Guard⟨bal, thresh⟩; thresh is

the highest slot# I ever accepted

22: for every p ∈ {}guarding, async.:

22:1:wait for GuardReply⟨bal⟩
22:2: if p has been removed from

{}guarding, retry this step for p

22:3:move p into {}endowing

22:4:Tendowing, p by tguard+tlease+t∆

Recv Guard⟨bal, thresh⟩ ← p:

23: if bal ̸= current ballot: ignore

24: if p /∈ {}guarded and /∈ {}endowed:

24:1:add p to {}guarded, and record

threshp for later use in checks

24:2:set Tguarded, p by tguard−t∆

24:3:reply GuardReply⟨bal⟩ to p

Recv Renew⟨bal⟩ ← p:

25: if bal ̸= current ballot: ignore

26: (also ignore duplicate Renews, e.g.,
through seq# or unique msg IDs)

27: if p in {}guarded:

27:1:move p into to {}endowed

28: if p in {}endowed:

28:1:set Tendowed, p by tlease−t∆

Upon any lease Tintent, p timeout:

29:remove p from the corresponding

status set {}intent

Handle Write⟨k, v⟩ req← client:

30: let bal, ros be curr. ballot & roster

31: if I am leader: proceed to Accept
phase at next available slot; just

normal consensus except:

31:1:commit only after all respon-

ders of k in ros have replied

31:2:nodes bcast AcceptNote⟨bal,
slot⟩ to responders of k, besides
replying back to leader

32:else: redirect client to leader

Recv AcceptNote⟨bal, slot⟩ ← p:

33: if bal = ballot prepared at slot:

33:1:add p to {}
accnote, slot

Handle Read⟨k⟩ req← client:

34: if |{}endowed| <m, or if I am not a

responder of k in curr. roster ros:

34:1: if I am (unstable) leader: pro-

ceed to Accept phase as normal

34:2:else: redirect client to leader

35:else if there is no size-m subset

of {}endowed where, for all p in it, I

committed all slots up to threshp:

35:1: I probably just joined, hold until

true or redirect to leader

36:else if I am the (stable) leader:

36:1:reply w/ k’s last committed val

37:else, (I am a non-leader responder):

37:1:responder_read(k)

Do responder_read(k):

38:find highest slotk containing write

39: if slotk committed, or accepted at

current bal and |{}
accnote, slotk

|⩾m:

39:1:reply with the value in slotk

40:else, (not sure if the latest write

would commit or not):

40:1:hold till the above becomes true

40:2:redirect after tunhold timeout

Figure 4.6: Complete Summary of the Bodega algorithm. See §4.2.4 for description.
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The following symbols are used to model the performance metrics. l: RTT between

client and the leader, c: RTT between client and its nearest server,m: time to establish a

simple majority quorum (i.e., to reach majority nodes from some server and receive replies),

M: time to establish a super majority quorum (as in EPaxos [253]), N: time to form a

quorum composed of all nodes. For an average client in typical WAN-scale settings, one

should expect c≪ l≈m<M<N.

Most results are derived naturally from Figure 4.7, §4.1.2, and §4.2.1-4.2.3. We provide

supplementary explanations. PQR (+ Ldr Ls) is a straightforward variant of PQR combined

with Leader Leases; if a near quorum read attempt fails, the client contacts the stable leader

directly, bounding slow-path latency by c+m+ l. We assume Quorum Leases always

incorporate Leader Leases. Qrm Ls (passive) is a variant of Quorum Leases where we

deliberately let grantees keep the leases upon accept to show the upper bound of Quorum

Leases performance, saving one re-granting RTT from the degradation time. Doing so risks

blocking fault-induced roster change commands as described in §4.2.3. Hermes uses primary-

backup broadcast and thus requires external coordination for fault tolerance; Megastore is
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Figure 4.7: Timeline comparison across protocols on the handling of linearizable

reads in the presence of an interfering write. See §4.1.2 and 4.3.1 for the associated explanation.
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Protocol WWW RRR R∗R∗R∗ D∗D∗D∗

Leader Ls l+m l l -  #

EPaxos c+M c+M c+M+m M  #

Hermes c+N c c ∼ c+ N
2

N
2

G# #

PQR l+m c+m c+m∗ rinses m  #

PQR (+ Ldr Ls) l+m c+m c+m+ l m  #

Pando c+m c+m c+N N G# G#

Megastore l+2N c c+ l 2N G# #

Quorum Ls l+N c c+ l 2N   

Qrm Ls (passive) l+N c c+ l N G# G#

Bodega l+N c c ∼ c+ m
2

m
2

  

Table 4.1: Qualitative comparison across protocols assuming the most read-optimized

roster configuration of each protocol. Metrics areWWW: write latency; RRR: read latency if quiescent;

R∗R∗R∗: read latency if there is an interfering write; D∗D∗D∗: read performance degradation period

length. : fault tolerance (without external oracle). : allows tunable rosters. See §4.3.1 for

the explanation of metric values. Cells are shaded darker if their example numeric values are

higher using Fig.4.8(b) GEO setting numbers.

similar. Pando uses a pre-deployment planner to dictate erasure coding configuration and

quorum composition. Bodega achieves the best across all metrics and, at the same time,

retains fault tolerance and configurability.

4.3.2 Proof

We provide a proof of Bodega’s local read linearizability and write liveness, assuming

well-established results of the safety and liveness of leases [120]. For linearizability, only

locally-served reads need proof, as Bodega behaves the same as classic consensus otherwise.

Linearizability. A local read R served by server S observes any write W acknowledged

cluster-wise before R was issued.

Proof. R is served locally only if S is a responder that passes the stable roster check (4.1).

Let the stable roster be ⟨bal, ros⟩.
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Case #1: W was committed on a ballot > bal. It is impossible because the latest ballot on at

least a majority of nodes is bal.

Case #2: W was committed on a ballot = bal. By the injective ballot-roster mapping and

the commit condition of writes, S must be inW’s write quorum and haveW in its log.

Case #3: W was committed on a ballot < bal. By majority intersection, for any size-m

subset E ∈ S’s {}endowed, at least one of the lease grantors P ∈ E acceptedW at its committed

slot x before granting to S. This implies threshp ⩾ x.

The above three cases are exhaustive.

Liveness ofWrites. A writeW can always eventually make progress if retried on a majority

group G of healthy servers.

Proof. By the property of leases, after old leases expire, a roster change can eventually be

made on all servers ∈G to restrict the leader and all the responders to be contained in G.

Then, normal consensus applies.

4.4 Implementation

We present details of our practical Bodega implementation.

The Summerset Replicated KV-store. We develop Summerset, a distributed, replicated,

protocol-generic key-value store. Summerset is written in async Rust/tokio using a lock-less

architecture and serves as a fair codebase for evaluating consensus and replication protocols.

We do not stack our implementation on top of previous research codebases [101, 253] due

to their lack of extensibility and noticeable language runtime overheads. We describe the

Summerset codebase in detail in Chapter 5.

The codebase has 13.6k lines of infrastructure code and includes five protocols of interest

(with individual lines of code reported): MultiPaxos with Leader Leases (2.5k), EPaxos (3.1k),

PQR and variant (2.8k), Quorum Leases and variant (3.2k), and Bodega (3.0k). All protocol

implementations have passed extensive unit tests and fuzz tests.



78

4.4.1 Smart Roster Coverage

In cases where users desire local reads but cannot observe workload patterns externally,

Bodega servers can collect statistics and automatically propose roster changes to mark

servers as responders for proper keys. Our default implementation traces per-key read/write

request counts grouped by clients’ preferred nearby server IDs. For a key, if > 95% requests

are reads at a periodic check, then servers near > 20% of the reads are added as responders.

More sophisticated strategies exist; for example, straggler detection can help remove fail-

slow nodes from responders promptly [154, 169].

4.4.2 Lightweight Heartbeats

In §4.2.3, we described roster leases as if all heartbeats carry the complete roster data

structure. In practice, rosters with fine-grained key ranges can get large (tens of KBs).

Luckily, most heartbeats in Bodega are lightweight heartbeats: the sender puts in only

the ballot number to indicate that the roster has not changed from previous heartbeats.

Full-sized heartbeats are sent when changes occur.

Similarly, clients may request a server to send the roster along with a command reply,

and then cache this roster as a heuristic for choosing the best responder for local reads.

4.4.3 Other Practical Details

We list miscellaneous details that are common features to all protocols.

Request Batching. As is common practice, Bodega deploys request batching at servers (at

1 ms intervals) for non-local-read commands. Each log slot contains a batch of requests and

the commit condition is checked for all writes contained.

Snapshots. Bodega servers take periodic snapshots of the executed prefix of the log [271].

Local reads past the beginning of the truncated log look up the latest snapshot directly.

Membership Management. Membership changes are handled identically to reconfigura-

tions in other protocols [63, 253, 268], just with an extra step of proposing and stabilizing an

empty roster with no responders ahead of the change.
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4.5 Evaluation

We do comprehensive evaluations to answer these questions:

• How does Bodega perform compared to other protocols under microbenchmarks of

various write intensities on different cluster settings? We show that Bodega delivers

up to 65x better throughput and lower latency versus Leader Leases, and up to 18x

versus Quorum Leases, while maintaining similar write performance. (§4.5.1)

• What do the end-to-end request latency distributions look like? We show that Bodega

provides single-digit milliseconds latency at responders, outperforming all existing

protocols, and exhibits the same latency as Quorum Leases otherwise. (§4.5.2)

• What are the impacts of write interference, and how does performance change with

varying write ratios and value sizes? We show that Bodega’s reads experience much

smaller interference from writes compared to Quorum Leases, and produce a steady

throughput gain across various write ratios and sizes. (§4.5.2)

• How do different types of roster changes impact performance? We demonstrate that

a responder failure requires a lease timeout, while a regular roster change finishes in

just ~75 milliseconds. (§4.5.3)

• How does Bodega behave with varying roster composition, i.e., different choices of

responders and different coverages of keys? We show that higher coverage offers

multiplicatively faster reads and slightly slower writes. (§4.5.3)

• How does Bodega compare with two production-ready coordination services, etcd

and ZooKeeper, under YCSB benchmarks? We show that Bodega’s performance is on

par with sequentially-consistent etcd and ZooKeeper deployments. (§4.5.5)

Experimental Setup. All experiments are run on two CloudLab [90] clusters, hereafter

called WAN and GEO, shown in Figure 4.8. Most experiments are run on WAN, a wide-area

cluster spanning five CloudLab sites with nodes of similar hardware types: WI-c220g5,
UT-xl170, SC-c6320, MA-rs620, and APT-r320. §4.5.1 also includes a GEO cluster of five

c220g5 nodes emulated with Google Cloud RTTs reported in previous work [333] using

Linux kernel netem [224]. All nodes’ public NICs have 1Gbps bandwidth. In experiments
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Figure 4.8: Evaluation environment settings. Orange denotes designated leader node and

Red denotes other responders, if relevant. Edges mark per-pair RTT in milliseconds. See §4.5.

where the responder roles are controlled, the orange-colored site in Figure 4.8 denotes the

leader and the red-colored ones denote responders.

Clients are launched on machines evenly distributed across all datacenters, each marking

the nearby server as their preferred server for local reads when eligible. All machines run

Linux kernel v6.1.64 and pin processes to disjoint cores. All protocols use 120 ms heartbeat

interval, 1200±300 ms randomized heartbeat timeout, and 2500±100 ms lease expiration

(if applicable). All protocols send immediate Commit notifications: whenever a commit

decision is made, Commits are broadcast to other servers promptly.

4.5.1 Normal Case Performance

We run microbenchmarks on both cluster settings and compare the following linearizable

read protocols: ordinary MultiPaxos, Leader Leases, EPaxos, PQR, PQR (+ Leader Leases)

variant, Quorum Leases, Quorum Leases (passive) variant, and Bodega. We spawn 50

closed-loop clients with 10 near each server and let all clients run a microbenchmark with

1k 8B-size keys and 128B values; keys are chosen uniformly. We test three write percentages

in the workload mix: 0%, 1%, and 10%. Figure 4.9 shows the normalized throughput (w.r.t.

Leader Leases), avg. read latency, and avg. write latency perceived by clients at different

locations. Leader and responders (of the full key range) are set as depicted in Figure 4.8.

The red dashed lines indicate baseline Leader Leases throughput, and the top Ts on latency

bars indicate P99 latency.

The results yield the following observations. First, except for a few datapoints (which

we soon discuss), both GEO and WAN clusters exhibit similar performance patterns, just

with different absolute values due to RTT differences.

Second, for writes, all protocols except EPaxos exhibit similar performance. Quorum
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Figure 4.9: Normalized throughput and read/write latency across different client

locations with different write intensities in the workload. Top row is the GEO setting, with

10% writes on the left and 1% writes on the right. Bottom row is the WAN setting, also with 10%

writes on the left and 1% writes on the right. Middle row contains the 0% write (i.e., read-only

workload) results of both GEO and WAN settings. See §4.5.1.
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Leases and Bodega have slightly higher write latency due to the requirement of writes

reaching responders; this explains the small throughput gap between them and Leader

Leases for near-leader clients with 10% writes. EPaxos delivers better average (but not P99)

write latency due to its leaderless write protocol design.

Third, we observe coherent patterns for read performance. 1 Compared to ordinary

MultiPaxos, Leader Leases cut read latency for near-leader clients to nearly zero, but do not

help other clients as much; they still pay an RTT to the leader for reads. 2 In nearly all

cases, PQR (and its Leader Leases variant) show worse (or identical) performance compared

to Leader Leases. The only exception is in the GEO, 0% writes setting for the JP clients; they

are so far away from the leader that a nearer majority quorum actually helps, letting them

outperform local read protocols (since JP is not marked as a responder). 3 EPaxos has similar

read performance as PQR butwith higher P99 latencywhen there are writes. 4 BothQuorum

Leases variants and Bodega show the same performance as Leader Leases for clients near

the leader or a non-responder. 5 Quorum Leases and Bodega both deliver extraordinary

read performance for clients near responders when with 0% writes. 6 Bodega sustains this

read performance advantage and keeps read latency close to zero for higher write intensities.

In contrast, Quorum Leases performance quickly drops and almost degrades back to Leader

Leases for 10% writes. This shows the Bodega’s resilience to write interference, which is a

crucial advantage over previous approaches under practical workloads.

4.5.2 Detailed Performance Anatomy

We conduct a closer performance study across various dimensions.

Latency CDFs. We collect request latency CDFs across all 50 clients of the WAN setting

(Fig.4.9(e)-4.9(d)) and plot them in Figure 4.10. Results are filtered to show a single key for a

clean pattern. Each site contributes an equal 20% of datapoints.

We make four observations. 1 Write latencies across all workloads are similar and are

presented as one Figure 4.10(d). Quorum Leases and Bodega show slightly higher write

latencies in favor of responder local reads, while EPaxos delivers the same level of latencies

as its reads due to its leaderless design. These results align with §4.5.1. 2 At 0% writes, all

protocols deliver a read performance close to their theoretical best, though a few outlier

datapoints remain. 3 At 1% writes, slight write interference occurs. Quorum Leases reads

deviate from Bodega, with the passive variant delivering roughly half the latency of the
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Figure 4.10: Latency CDFs of end-to-end client requests in the WAN setting across

different write intensities, focusing on one specific key. See §4.5.2.

original variant. 4 At 10% writes, differences in read latency distributions are the most

obvious. MultiPaxos clients’ read latency clearly correlates with their distance to the leader;

Leader Leases are similar but with a majority-quorum latency subtracted. PQR and EPaxos

exhibit suboptimal latency and have high tail latency of up to 100 ms for a read; this is

due to the need for conflict resolution. Quorum Leases variants both degrade to Leader

Leases. Bodega delivers outstanding local read performance as expected (except for the

20% non-local SC clients).

Visualizing Write Interference. We use a similar setting to the read-only workload in

§4.5.1 on the WAN cluster, but this time with open-loop clients, each sending reads at a

rate of 400 reqs/sec to a key. At ~15 secs, we let one client issue a write command to the

key. We monitor the average read latency across the three non-leader responders for the

local read protocol variants, and plot them over a time axis in Figure 4.11. We see that the

write introduces an interruption to local reads for all three protocols. Both Quorum Leases

variants degrade to 40 ms read latency, which is the average RTT to the stable leader; the
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payload size. See §4.5.2.

passive variant shows a shorter degradation duration. Bodega 1 shortens the degradation

time to ~25 ms; recall Table 4.1, this is ~
m
2
, and 2 allows all reads to be held locally and

released at the end of the degradation, leading to better latencies also for disrupted reads.

Varying Write Ratios. We take the same setup as §4.5.1 on the WAN cluster and vary the

write ratios of the workload mix from 1% to 50% while fixing value size to 128B. We report

the aggregate throughput in Figure 4.12. All protocols except the PQR (+ Ldr Ls) baseline

show a trend of lower throughput with higher write interference as local reads become less

profitable. The results match Figure 4.9(e)-4.9(f).

Varying Value Sizes. We repeat the same setup as above and vary the value size while

fixing the write ratio at 5%. As expected, Figure 4.13 shows that smaller values have little

impact on performance, but throughput drops with larger values due to slower writes and

larger read results to transfer.

4.5.3 Roster Changes and Composition

We evaluate the duration of roster changes and the impact of their coverage.

RosterChangeDuration. We compare the duration of two different types of roster changes:
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failure-induced changes (where waiting for lease expiration is necessary) vs. regular (where

revocations complete quickly). Regular roster changes finish in just two message rounds,

because it is no more than an all-to-all lease revocation followed by the initiation of new

leases. We create an open-loop client near the WI server and let it issue a 50%-read workload

at a rate of 400 reqs/sec to 1k keys. We plot real-time latencies in Figure 4.14.

At ~800 ms, we crash the UT node, which is one of the responders for the full key range.

Writes are immediately blocked since UT as a responder is unreachable. Reads, however, can

still be served locally without interruption until ~1.1 secs later, when some healthy server

in the cluster raises a heartbeat timeout and initiates a change to a new roster where UT is

removed from all responder roles. Since UT is unresponsive to lease revocations, waiting

2.6 secs for expiration is required, after which normal operations continue.

At ~7.2 secs, we make an explicit roster change request to a server. In contrast to the

failure case, this roster change completes in just ~75 ms, which is ~2x cluster-wise RTTs as

expected (one for Revokes and one for Guards). Impacts on client requests are minor.

Choice of Responders. We run a 10%-write workload on all clients in the WAN setting,

while using an increasing set of responders for all keys; WI node is still the leader. We report

the cluster-wide average read/write latency and their standard deviation in Figure 4.15. With

more nodes added as responders, read latency tends to zero while write latency increases,

revealing the expected tradeoff. This demonstrates the importance of allowing adjustable

rosters to help avoid unnecessary taxes on writes.

Coverage of Keys. We repeat the same experiment, but vary the percentage of local-

read-enabled keys while fixing the choice of responders to Figure 4.8(a). The cluster-wide

average latencies and their standard deviation across the coverage spectrum are plotted in

Figure 4.16. Results show an expected decrease in read latency and a corresponding increase
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in write latency as local reads are enabled on more keys. This implies the general strategy

of enabling local reads for read-heavy keys while avoiding local reads for write-heavy keys.

4.5.4 Overall Impact of Failures (Simulation)

To demonstrate the long-term impact of failures on Bodega’s performance, we run a

timeslice-based Monte Carlo simulation to show the overall throughput versus the number

of responders with and without node failures involved. This simulation extends the roster

change evaluation of Figure 4.14 and helps justify that Bodega sustains a performance

advantage even under constant, frequent failures.

We use the 10%-writes throughput values measured in Figure 4.9(e) and 4.12 as the

failure-free throughputs of Bodega and LeaderLeases. We simulate a 5-node cluster where

each node may fail independently at an exaggerated failure probability of 0.5% every second

– much larger than the typical ~2% annual failure rate of cloud servers – and may recover

with a 1% probability. We conduct 5 rounds of simulations per protocol, with an increasing

set of servers (starting from server 0) allowed to become responders. After any occurrence
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of responder failure, the cluster delivers 3 seconds of zero throughput to simulate the lease

expiration period; after any recovery of nodes within the set of desired responders, the

cluster delivers 100ms of zero throughput to simulate a proactive roster change. When no

failure/recovery is happening, the cluster delivers a throughput according to the current

number of healthy responders. Each simulation runs at 10ms timeslices repeated for a total

of 1,000,000 seconds of simulated runtime. Results are presented in Figure 4.17.

We observe that Bodega maintains a throughput gain from responder local reads even

at this exaggerated rate and can keep delivering over 2x throughput than LeaderLeases

when all nodes are allowed to be responders. The difference between Bodega’s fault-free

and faulty throughput is larger with a larger set of responders due to more frequent lease

expiration; however, this does not negate the performance gain of Bodega local reads.

4.5.5 Macrobenchmark vs. etcd and ZooKeeper

To evaluate the protocols in a more realistic setup, we compare Summerset protocols with

two widely-used coordination services, etcd [96] and ZooKeeper [155], on the WAN cluster.

We drive all systems with YCSB [74], the standard KV macrobenchmark. Workloads have

the following approximate write ratios (we treat insertions as updates). A: 50% w, B: 5% w,

C: 0% w, D: 5% w, F: 25% w.

YCSB Request Distributions. We use 10k keys and construct two scenarios corresponding

to two request distributions. 1 For the Uniform distribution, clients at all locations choose

keys uniformly randomly across the key space. Since there are no site-specific preferences

for keys, all sites are added as responders for all keys to secure local reads. 2 For Zipfian,

clients at each location choose keys according to a Zipfian-0.99 distribution, skewed towards

different sets of keys at different sites; this creates per-site preferences for keys. We then

add each site as a responder only for its top-20% accessed keys to derive an asymmetric

roster that imposes unnoticeable impacts on write performance.

etcd Modes. We deploy etcd in two modes, both with 120 ms heartbeat intervals. The

default mode showcases a standard implementation of vanilla Raft [271]. The stale mode

turns on the serializable member-local read option for all read requests, delivering sequential

consistency by always serving reads locally with past committed values at any server; this

represents the ideal upper bound for Bodega.
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Figure 4.18: YCSB workloads on Summerset-impl. protocols, etcd, and ZooKeeper.

Top row is with uniform key distribution and bottom row is with Zipfian-0.99 key distribution.

Workload E is skipped because it emphasizes scans. Note that etcd (stale) and ZooKeeper (both

modes) are non-linearizable. See §4.5.5.

ZooKeeper Modes. Similarly, we deploy ZooKeeper in two modes, though both are non-

linearizable. The default mode is a standard implementation of the ZAB primary-backup

protocol [155] that pushes writes to all servers and serves reads locally from anywhere. The

sync mode is the closest mode to linearizable reads that ZooKeeper clients can get: every

read request is preceded by a sync API call to force flush all the in-progress writes from the

leader to its endpoint server, but all writes that may have completed after the start of the

flush are not guaranteed to be seen by the read.
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Results. We present the performance results in Figure 4.18, grouped by workload type and

with PQR (+ Ldr Ls) as the normalized throughput baseline. We make the following obser-

vations. 1 Bodega matches (and sometimes surpasses) the performance of sequentially-

consistent default ZooKeeper, and is able to keep up with stale etcd across all workloads.

This illustrates Bodega’s powerful local linearizable read capabilities. The advantage over

ZK is due to avoiding Java runtime overheads. 2 In workload C, both non-linearizable

services deliver ~0.3 ms read latency and over 10x throughput gain, while Bodega and

Quorum Leases deliver ~1.2 ms latency due to the 1 ms request batching applied. 3 EPaxos,

PQR (+ Ldr Ls), Quorum Leases, and Bodega all show similar patterns coherent to §4.5.1.

With no writes (C), both local read protocols deliver excellent performance. With higher

write ratios, Bodega sustains this advantage better than Quorum Leases. 4 Default etcd

and sync ZK have high read latencies of >50 ms because they are classic consensus without

leases. 5 Comparing the Uniform scenario with Zipfian, the only notable difference is that

Bodega exhibits higher write latencies close to ZK in Uniform. This is expected because

Bodega writes need to reach all nodes as they are all responders.

4.6 Supplementary Discussion

In this section, we discuss potential extensions to Bodega and other notable related work.

4.6.1 Potential Extensions

We discuss potential extensions to Bodega and interesting directions for future work.

Partial Network Partitioning. Using heartbeat timeout-based failure detection for leader

step-up is known to risk liveness under partial network partitioning [269], and the same

holds true for roster lease activations. Common techniques such as pre-votes [269] and

transparent re-routing [11] can be deployed to easily eliminate this issue.

Generalization of Roster Leases. We observe that the activation procedure of roster leases

shares similarities with broadcast-based (randomized, coin-flip) consensus [36, 257, 273].

It is a practical application of all-to-all broadcast in a non-adversarial setting for one-off

agreements on the roster. Combined with leases, this technique can be used to establish

fault-tolerant agreement on any general “metadata” that change infrequently, not limited to
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leadership and assignment of responders as in Bodega. Possible extensions may include

cluster membership, quorum sizes, and node-specific performance and reliability hints.

Bounded Staleness Support. With simple modifications, Bodega can extend beyond

linearizability and support fast local reads that can tolerate (but require) bounded staleness

measured in the maximum version difference with the latest committed write. When a

non-leader responder receives a read that allows up to x versions stale, it can traverse the

tail of its log in reverse and search for at most x occurrences of the key, returning the latest

committed version among them if found.

4.6.2 Notable Related Work

We list out additional notable related work that are not covered in §4.1.

Consensus and Read Optimizations. §4.1.2 and §4.3.1 have covered in detail the most

essential related work, including classic consensus algorithms [192, 193, 204, 268, 269, 271],

leaderless ormulti-leader approaches [9, 67, 95, 171, 195, 196, 244, 253, 302, 333, 338], and read

leases [28, 63, 120, 254, 255, 335]. Flexible quorum sizes are discussed in classic literature [140]

as well as recent proposals such as Flexible Paxos [124, 147, 261, 354]. Optimistic holding

shares similarity to wait-vs.-abort in database concurrency control [133, 181].

Shared Logs and Lazy Ordering for Writes. Shared logs are a common abstraction found

in cloud systems and are usually backed by primary-backup-style protocols [29–32, 53, 87,

230]. CAD [107], Skyros [108], and LazyLog [234] are a series of work on a lazy ordering

optimization for writes and shared log appends. It hides a significant portion of write latency

but could hurt read performance in contended cases.

Synchronized Clocks. Recent works demonstrate production-ready implementations of

synchronized clocks [75, 222] and designs that take advantage of them through timestamp

heuristics [89, 110]. Chandra et al. presented a formal, optimal lease algorithm that assumes

synchronized clocks [43, 64].
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4.7 Optimistic Connectivity in the Form of

Lease-Protected Roster Composition

To summarize, we present Bodega, a wide-area consensus protocol that enables always-local

linearizable reads anywhere (i.e., at arbitrary responder replicas) at any time (i.e., remains

local under interfering writes, with minimal disruption). Bodega achieves this via introduc-

ing the notion of a roster – a generalized cluster metadata that assigns proper replicas as

responders for proper keys – and deploying novel all-to-all roster leases off the critical path

to establish roster agreement without compromising fault tolerance. Bodega combines opti-

mistic holding with early accept notifications in the normal case to keep reads localized, and

employs smart roster coverage and lightweight heartbeats for practicality. Bodega delivers

extreme linearizable read performance comparable to sequentially-consistent production

systems with negligible overhead.

Similar to Crossword, Bodega is another concrete realization of the optimistic con-

nectivity design principle, albeit with a more sophisticated safety mechanism. Here, the

set of configurations is the set of all possible rosters. For keys that have heavy read traffic

near certain replicas, assigning those replicas as responders in the roster is an optimistic

action, because it pins those replicas in the corresponding keys’ write quorums. When

roster changes are needed for failure handling or performance optimization reasons, the all-

to-all roster leases mechanism assures safe transition between rosters in all circumstances,

providing fault tolerance and adaptability.

Given the continual expansion of the modern cloud, we believe that Bodega is a valuable

step towards performance-optimal wide-area replication for critical workloads.
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Chapter 5

Summerset Distributed Key-Value Store

Implementation

Designing the appropriate consensus protocol is a vital first step that lays the foundation of

a distributed replication system. However, it does not undermine the equal importance of

implementing the protocol into actual distributed system code. Protocols are designed on

top of well-established abstractions of underlying mechanisms: messaging over the network,

durable storage, timing (for timeouts and leases), state management (KV or other object

types), specialized computation algorithms (such as erasure coding and graph algorithms),

and well-defined failure models (fail-stops, asynchrony, and BFT). It takes great engineering

effort and deep system programming experience to implement these mechanisms over the

general hardware across the cloud.

“Distributed systems are as much an engineering problem as they are a theory problem.”

– Camille Fournier, 2016 [331]

During our research journey on cloud consensus protocols, a unique challenge we faced

was the lack of a compact, expressive, fair, and modern codebase infrastructure for us

to implement and evaluate the protocol ideas on. Previous research prototypes/artifacts

provide a clean and uniform client interface, but only offer abstractions that are tailored to the

specific protocols in question. They usually have sub-optimal code quality and do not utilize

the latest concurrent programming techniques [101, 253, 270]. Deployed systems, on the

other hand, are hyper-optimized to the exact protocol in use with entangled system-specific
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features, making them very hard to extend to different protocols [96, 155, 177, 290, 339].

To address this issue, we build Summerset, a protocol-generic replicated key-value store,

to serve as the chassis for replication protocol implementation and evaluation. Summerset

targets the following challenges: 1 to build a simple yet expressive replication system

framework that allows different consensus protocols to be implemented on top and evaluated

fairly, 2 to enable concise coding of consensus protocols that capture the essence of their

algorithms, hiding common details in supportive components, and 3 to utilize modern

concurrent programming techniques that deliver good performance.

In previous chapters, we briefly introduced Summerset in §3.3 and §4.4 when describing

the practical aspects of Crossword and Bodega. This chapter details the infrastructural

implementation of the Summerset key-value store codebase. The rest of this chapter is

organized as follows: §5.1 outlines Summerset’s architecture and highlights its protocol-

generic feature. §5.2 expands on notable implementation details. §5.3 enumerates currently

supported protocols and their implementation statistics. Summerset is open-sourced and is

available at https://github.com/josehu07/summerset.

5.1 Protocol-Generic Replication Testbed

Summerset is a distributed, replicated, protocol-generic key-value store written in async

Rust. The system is composed of three types of executables: the manager, servers, and

clients. We describe each of them below.

Summerset Manager is an auxiliary program that is responsible for coordinating the

construction of the key-value (KV) service and for the discovery of server addresses. In

every deployment of the service, there should be exactly one manager node, and the manager

should be the first program launched before any servers and clients. The manager listens

on a globally known port for server and client connections. Server nodes connect to the

manager to register themselves as a KV replica, and to receive updates on the list of peers’

addresses from the manager. Once a sufficient number of servers have registered, the

manager starts accepting client inquiries about server addresses to inform them of where

KV requests should be sent.

The manager is a purely assistive node that does not participate in any of the replication

protocols’ logic. Having a manager helps simplify the procedure of spinning up a replicated

https://github.com/josehu07/summerset
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Summerset KV

Figure 5.1: Summerset logo.

Protocols
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Figure 5.2: Summerset KV modular architecture.

KV cluster and running clients for experimental purposes. Instead of passing around a long

list of server addresses, all entities in a particular deployment just need to know themanager’s

address and port to make address discovery and initiate their initial mutual connections.

All the later activities, including KV requests and membership reconfigurations (other than

the registration of new nodes), happen completely between the servers and clients.

Summerset Servers are symmetrical multi-threaded replicas of the key-value store. Fig-

ure 5.2 depicts the architecture of each server replica. Servers are launched after the manager,

and expose two different ports, one for internal peer-to-peer replication traffic and the other

for public client-facing traffic. Servers register their names (IDs) and public addresses with

the manager and discover each other’s internal addresses through the manager.

A server node starts with an argument that selects the replication protocol in use (among

available options). §5.2 covers the details of how the protocol implementation and other

different components are modularized within each server executable, but a brief overview is

as follows. After the discovery of peer addresses, the protocol module’s new_and_setup()
function takes over and establishes peer-wise connections as the protocol requires (for

example, forming a chain topology in Chain Replication or an all-to-all topology in most

other protocols). Then, the function initializes any long-running tasks as desired by the

protocol (such as periodic timers). Finally, it invokes the run() function of the module,

which contains an infinite event loop that implements the main logic of the protocol by

listening on various types of events and reacting to them via proper event handlers. At this

point, the server is ready to accept client requests.

Summerset servers are protocol-generic in the sense that different replication protocols

can be used by selecting the appropriate protocol module. In a specific cluster, though, all
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server replicas must run the same protocol. Common functionalities such as client request

queueing, persistent storage, and network communication are separated out into their own

modules. This allows straightforward implementations of the protocol modules and, more

importantly, fair comparison between protocols that emphasizes their core algorithms rather

than engineering challenges.

Summerset Clients are lightweight executables that issue requests to Summerset servers

and receive responses. Technically, any application can implement its own client-side logic

after importing the Summerset library for the definition of ApiRequest/ApiResponse and

Command/CommandResult types. Nonetheless, we provide a default client implementation

that provide standard features for testing and empirical evaluation.

A client contacts the manager once for the list of registered servers, and connects to one

or more of them based on the selected protocol’s demand. Our default client implementation

is single-threaded and closed-loop; it waits for the response to the ongoing request before

issuing the next request. When a response contains a proactive redirection hint (often

happening in leader-based consensus protocols) or a timeout error, the client may attempt

to reconnect to different server(s), and may re-contact the manager for an updated server

list. Requests that failed due to server overload employ exponential backoff.

Key-Value API. Summerset uses a minimal key-value API between servers and clients,

involving only Get(key) and Put(key, value) commands in most cases. Commands

are defined by the state machine module, so it is possible to implement variants of the

module that provide different command interfaces, as long as the Command struct implements

read_only() and write_key() methods. read_only() indicates whether a command is

read-only, i.e., it only queries and does not modify the state; if so, it returns the key that

the command reads. write_key() is the opposite method that returns the key that the

command touches if it is not read-only. These methods may be useful for optimizations in

certain protocols.

Besides regular key-value requests, clients could also issue special configuration change

requests to actively control the behavior of servers, for example, roster changes in Bodega

(§4.2) or membership reconfigurations [268, 271, 295], if the protocol module in use rec-

ognizes them. Clients send Leave notifications to connected servers when they finish the

workload in error-free cases, to help servers clean up resources promptly.
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5.2 Implementation Details

We provide additional details on the internal implementation of Summerset servers.

5.2.1 Async Rust Programming Structure

Summerset is built with tokio [213], the asynchronous programming runtime of Rust. The

defining feature of tokio is its user-level concurrency (i.e., green threads) runtime, similar

to Golang’s user-level goroutines. Applications are composed of tasks, which are the unit

of scheduling that run async functions. Tasks can be spawned on the fly, be scheduled

onto any worker thread (i.e., OS-provided thread), and be migrated freely between worker

threads across await points
1
. At the time of writing, the tokio scheduler employs a queue-

based work-stealing implementation assuming cooperative scheduling. Combined with the

memory-safe, thread-safe type system of Rust, tokio applications can be (mostly) bug-free,

resource efficient, while still easy to write. If the application contains no unsafe code and

never misuses interior mutability constructs such as RefCells, it is guaranteed to be free of
memory errors and data races. Note that deadlocks are not statically prevented.

By default, a Summerset server creates a runtime with the number of worker threads

equal to the number of CPU cores reported by nproc. For the best performance, an ideal

application should maintain a reasonable number of tasks that are not too few to make use

of all the worker threads, and not too many to create bottlenecks at the tokio scheduler.

For commodity servers, this roughly means tens to hundreds of tasks, which is the case in

Summerset. All components of Summerset are inherently multi-tasked: there is one task

per client API connection, one or more tasks for state machine execution, multiple tasks for

the storage engine, one or more tasks per network connection to peers, and one task per

timer utility. The protocol module is a single-tasked event loop that calls tokio::select!
repeatedly. Under replication workloads, the bottleneck is always on the event handlers

and, transitively, on one or more of the I/O module tasks, not on the channels that connect

the tasks. We explain more details in the next section.

1
with the exception of tasks marked as blocking by the code, which are long-running, usually

I/O-related tasks that may block on a non-async function call for an extended period of time. These

tasks are recommended to be created via spawn_blocking!, which puts them onto special reserved

threads that never head-of-line block other async tasks by the scheduler.



97

5.2.2 Modularization and Lock-less Channel-based Synchronization

As shown in Figure 5.2, Summerset modularizes common functionalities into modules that

are well-isolated from the main algorithm of the protocol. This is achieved via implementing

common replica functionalities as specific groups of tokio tasks, coordinated through async

channels, a typical form of tokio synchronization primitives.

ComponentModules. The following components are currently modularized in Summerset.

ExternalApi module accepts client connections, listens for requests, batches requests at

regular intervals, and notifies the protocol. StorageHub module waits for durable storage

updates and persists data via an append-only write-ahead log (WAL). TransportHub takes

care of the sending and receiving of server-to-server messages. StateMachine module

executes committed commands and returns uniquely-identified replies. Timers are a special
case of modules. A protocol can maintain multiple timers, each backed by an internal sleeper

task. A timer can be set off, extended, and canceled multiple times.

Channel-based Synchronization. The dominant type of channels in use are multi-

producer single-consumer (mpsc) channels, which allow one or more tasks to produce

data items to a single consumer task. Conversely, there could be multiple mpsc channels in

the reverse direction, each connecting back to a producer task for communicating replies

(if any). Tasks of a module often form a one-directional event flow such that the replies

are generated from a different task and are fed to a different downstream task. For a con-

crete example, the peer-to-peer network communication module contains a dispatcher task

that waits for message sending events from other modules and passes them down to the

peer-specific message sender tasks. Other types of synchronization constructs are used

when appropriate, for example, Watch and Notify in timers. All these synchronization

constructs are provided by the Rust/tokio standard library and are internally backed by

efficient implementations out of semaphores.

Most channels operate on heap-allocated item types, such as String and Box<T>, so
data itself is not copied when passing through a channel; only their ownership handles

are moved around. This style of concurrent programming follows the wisdom of Golang’s

philosophy: “synchronization by (low-cost) communication (of ownership transfers)”. The

entire codebase contains zero explicit usage of Mutexes.

Future Work: Adaptive Multitasking via Backpressure. By default, Summerset uses
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the unbounded version of channels, where the channel’s internal memory space could grow

indefinitely, such that sending to and receiving from the channel will always succeed (unless

the channel is closed). This leads to potential unbounded growth of the memory usage of

a channel if it is filled constantly faster than drained. This symptom usually indicates a

bottleneck within the receiver-side task and serves as a good hint of backpressure for load

balancing. Using classic techniques in event-based architectures [352], we can dynamically

tune the number and behavior of tasks in the modules on both sides of the channel according

to the length of the channel. When pressure builds up, producers can be downscaled, and

more consuming tasks can be spawned if possible. We leave this adaptive multitasking

optimization as future work.

5.2.3 Example Protocol Module

We provide an example of protocol module implementation through code snippets. Each

protocol module provides a <ProtocolName>Replica struct that implements the asyn-

chronous GenericReplica trait, which requires two async functions: new_and_setup()
and run(). Each module also exposes a ReplicaConfig<ProtocolName> struct that de-

fines protocol-specific configuration parameters settable from the command line.

The new_and_setup() function takes a manager address, two listening ports (for client-

facing API and internal peer-to-peer communication), and a configuration string from the

command line. It creates a <ProtocolName>Replica struct that holds handles to other

functionality modules, waits for initial cluster communication to be established, and returns

the replica struct.

#[async_trait]

impl GenericReplica for ExampleReplica {

async fn new_and_setup(

api_addr: SocketAddr,

p2p_addr: SocketAddr,

manager: SocketAddr,

config_str: Option<&str>,

) -> Result<Self, SummersetError> {

// connect to the cluster manager and get assigned a server ID

let mut control_hub = ControlHub::new_and_setup(manager).await?;
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let id = control_hub.me;

let population = control_hub.population;

// parse protocol-specific configs

let config = parsed_config!(config_str => ReplicaConfigExample;

batch_interval_ms, max_batch_size, backer_path, ...)?;

// setup functionality modules as needed

let state_machine = StateMachine::new_and_setup(id).await?;

...

transport_hub.wait_for_group(population).await?;

// setup external API module for client requests

let external_api = ExternalApi::new_and_setup(

id,

api_addr,

Duration::from_millis(config.batch_interval_ms),

config.max_batch_size,

).await?;

Ok(ExampleReplica {

id,

population,

config,

control_hub,

external_api,

state_machine,

storage_hub,

transport_hub,

... // states as needed by the protocol

})

}

...

}
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After a successful new_and_setup(), each server node then calls the run() method on the

replica struct, which runs any initialization procedures as needed and then enters an infinite

event loop, similar to the following example.

#[async_trait]

impl GenericReplica for ExampleReplica {
...

async fn run(&mut self) -> Result<bool, SummersetError> {
// recover state from durable storage WAL log or snapshots,

// kickoff timers, and do other init procedures as needed

self.recover_from_wal().await?;
...

// main event loop

loop {
tokio::select! {

// client request batch

req_batch = self.external_api.get_req_batch() => {
self.handle_req_batch(req_batch?).await?;

},

// message from peer

peer_msg = self.transport_hub.recv_msg() => {
let (peer, msg) = peer_msg?;
match msg {

// call the proper handler based on the

// message type...

}
},

// branches for other functionality modules...
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// state machine execution result

cmd_result = self.state_machine.get_result() => {
let (cmd_id, cmd_res) = cmd_result?;
self.handle_cmd_result(cmd_id, cmd_res).await?;

},
}

}
}

}

Similarly, the protocol module also provides a client-side <ProtocolName>Client struct

that implements the GenericEndpoint trait and a ClientConfig<ProtocolName> struct

that contains client-specific arguments. The client struct usually follows a standard imple-

mentation unless the protocol requires special client-side processing logic, such as sending

reads to the nearest server for local reads as in Bodega (§4.2). We omit the client-side

methods here for clarity.

For the complete source code of Summerset, please refer to the open-sourced repository

at https://github.com/josehu07/summerset.

5.3 Supported Protocols and Features

For completeness, we show the list of replication protocol modules currently implemented on

Summerset and their lines of code statistics in Table 5.1. The infrastructure itself, excluding

protocol modules, lies at 14.6k lines of code.

We make notes on some of the protocols and their supported features. RepNothing

is a baseline protocol that makes no replication at all. SimplePush is a minimal, weakly-

consistent protocol that propagates all updates lazily among peers. Leader leases [63,

120] are supported in both MultiPaxos and Raft. Optimized EPaxos quorums [253] are

implemented. MultiPaxos and QuorumLeases support urgent commit notifications where a

leader immediately broadcasts commit decisions instead of waiting till the next heartbeat.

Crossword and Bodega implement all features discussed in Chapter 3 and 4, respectively.

All protocols support client request batching, peer-to-peer heartbeats, and autonomous

snapshots with configurable intervals.

https://github.com/josehu07/summerset
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Protocol LoC Reference

RepNothing 0.5k -

SimplePush 0.7k -

ChainReplication 1.0k [295]

MultiPaxos 3.0k [63, 193]

EPaxos 2.9k [253, 333]

Raft 2.0k [269, 271]

RSPaxos 2.3k [258]

CRaft 2.3k [348]

Crossword 3.4k Chapter 3

QuorumLeases 3.1k [254, 255]

Bodega 3.1k Chapter 4

Infrastructure 14.6k -

Table 5.1: List of Protocols Currently Implemented on Summerset. LoC: lines of code.

On the client side, Summerset clients have four modes to operate in. It may 1 run

a benchmark from synthetic workloads or input traces, 2 run linearizability tests with

predefined scenarios or fuzzing, 3 run an interactive REPL-style command line, or 4 make

one-shot actions that change cluster configurations or pause/resume servers.

All the common component modules provided by Summerset have been extensively

unit-tested, and all the protocol modules currently implemented in Summerset have been

heavily fuzz-tested.
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Chapter 6

Beyond Linearizability: A Unified

Consistency Levels Spectrum

A crucial step towards designing distributed replication protocols and building reliable

distributed storage systems is to define their consistency semantics. Chapter 3 and 4 assume

linearizability, a strong consistency level found ubiquitous in practical replication systems.

Beyond linearizability, though, weaker consistency levels exist and may be better choices for

systems that can tolerate a certain degree of fuzziness for higher performance and scalability,

such as social media and shopping cart backends. During our study on weaker consistency

levels and their relationship with linearizability, we found obscurity.

Apart from the purely formal summary by Viotti and Vukolić [342], there has been

no unified definition of existing consistency levels in the context of distributed replica-

tion systems in existing literature. This is largely due to the rich history of research that

contributed to this field. Many fundamental breakthroughs stemmed from different re-

search areas, including distributed system modeling [119, 141, 189, 190, 192, 240, 325],

multiprocessor shared-memory consistency [2, 6, 7, 143, 243, 256, 316], network reliability

modeling [49, 59, 100, 114, 121], and database transaction processing [122, 132, 250]. They

discuss different pieces of the problem within different contexts, leading to plentiful but

sometimes blurry terminology when applied to distributed replication.

To address the obscurity, we propose a minimal yet self-contained theoretical framework

– the Shared Object Pool (SOP) model – which unifies the definition of common consistency

levels in a way that is understandable to protocol designers and system engineers. The SOP
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model defines each level as a conjunction of two constraints on the ordering of operations

allowed: convergence and relationship. Convergence bounds the “shape” of the allowed

orderings, while relationship restricts the relative position between operations within

that shape. This decomposition is intuitive and sufficiently expressive: the convergence

constraint relates to how much concurrency is tolerated by the level and exposed to clients,

and the relationship constraint relates to how (concurrent or non-concurrent) operations

retain ordering properties from physical time and client sessions.

We restrict our discussion to a selected set of non-transactional consistency levels seen

in real object storage designs. To further improve understandability, we use examples

extensively to explain the practical differences between consistency levels, and refer to

representative protocols and systems corresponding to each level.

The rest of this chapter is organized as follows. §6.1 describes the problem model setup,

defines ordering, and explains the meaning of non-transactional consistency within this

context. §6.2 defines all variants of ordering validity constraints. §6.3 presents the hierarchy

of selected consistency levels, dissects their ordering validity guarantees, explains their

practical differences, and gives examples of representative protocols and systems. §6.4

discusses the availability upper bounds in the presence of network partitioning.

6.1 Problem Model

We model our problem setup as a conceptual object storage service, which we term a Shared

Object Pool (SOP). In this section, we define the SOP model and explain the meaning

of consistency. Throughout this dissertation, consistency is not to be confused with the

“C” property in transactional ACID properties [122, 132], which refers to application-level

integrity invariants. In fact, consistency in our context maps to the “I” (isolation) property

in ACID, which will become clear in §6.1.4.

6.1.1 Shared Object Pool (SOP) Model

We consider a storage service shared by multiple clients, as shown in Figure 6.1. The service

appears to be a pool of objects. Each object has a unique name and contains a value; it is a

register in classic literature. The only way to learn about an object’s value is through the

result of a read operation, which we introduce below. Objects are not necessarily stored as
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Figure 6.1: Depiction of the versatile Shared Object Pool (SOP) model. See §6.1.1.

physical bytes on physical machines; the SOP model is entirely conceptual and is agnostic

to any actual design of protocols and implementation of systems.

Clients are single-threaded, closed-loop entities that invoke operations on the service.

When a client c issues an operation p, it blocks until the acknowledgment of p by the service.

Multi-threaded or asynchronous client implementations should be modeled as multiple SOP

clients. An operation is of one of the following types:

• Read (R): we use |cRx:v| to denote client c reading object x and getting the result

value v upon acknowledgement. Note that the client operation only carries the object

name x; the value v is the outcome of this operation.

A read operation may return a set of unordered values to the client, or some re-

duced value by applying a pre-defined deterministic function f to the set, when the

consistency level allows the service to do so. We denote this as |cRx:f({v1,v2})|, or

just |cRx:{v1,v2}| for short. Examples of such functions include a merge function for

conflicting shopping carts and a take-max function for numerical register values.

• Write (W): we use |cWx∠v| to denote client c writing value v into object x.

• Read-Modify-Write (RMW): we use |cRMWx:v∠v ′| to denote a compound read-

modify-write operation on object x, which reads the value of x, getting v, and writes

back a new value v ′ based on some arbitrary computation over the result of the read.

One representative RMW operation is conditional write, e.g., compare-and-swap (CAS),

which reads the current value, compares it against a given value v, and writes a new

value v ′ if the comparison shows equality or writes v ′ = v back otherwise.
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The types of objects and operations can be generalized. For example, objects can be counters

or queues, and RMW operations can be extended to arbitrary commands. We use the above

read-write-style definition throughout this chapter for clarity.

The service maintains a possibly partial ordering O of all operations acknowledged.

The ordering O captures dependencies between operations enforced by the service and

materializes the result of each operation. Given a workload of operations generated by

clients, whether an ordering is acceptable or not is decided by some validity constraints.

Modeling the validity constraints guaranteed by the service effectively models its interface

semantics, hence its consistency level. The following three subsections explain the meaning

of workload, ordering, and consistency, respectively.

6.1.2 Physical Timeline Workload

In the SOP model, each client is a single-threaded entity. For a concrete collection of client

operations, we can visualize the physical timeline T of when each operation is issued and

acknowledged. Every row represents a client, while the x-axis represents the real-world

time at which an operation is issued or acknowledged.

For example, below is a physical timeline of two clients, c and d, performing operations

on two objects, x and y:

c :

d :

cWx∠1 cWx∠3 cRy

dRx dWy∠2

A physical timeline depicts a concrete history of client activity. We can think of it as a

specific “workload” that drives the storage service. Given a physical timeline, the storage

service delivers a final ordering (from the set of valid orderings allowed by its consistency

level) that connects all operations in the timeline together.

Results of read values in R and RMW operations are not part of the physical time-

line workload. Rather, they are materialized in the final ordering decided by the service.

Everything else about client operations activity is included in the physical timeline.

Values of writes are part of the workload. Although we use concrete numeric values

as examples, they can also be symbolic values that capture the program logic of client

applications. For instance, |dWy∠2| in the example above may instead be |dWy∠v|, where
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v is a symbolic value that represents applying some function over the return value of d’s

preceding read of object x. The write value of an RMW operation is typically a symbolic

value that depends on the result of the read.

6.1.3 Definition of Ordering

An ordering is a directed acyclic graph (DAG), where nodes are operations from a physical

timeline workload. Each operation that has been acknowledged appears exactly once in an

ordering. Pending operations that have not been acknowledged are not interesting in our

definition of consistency and are thus not explicitly discussed. A directed edge connecting

two operations represents an “ordered before” relationship between the two.

We say an operation op1 is ordered before op2 (denoted op1 ; op2) in ordering O iff.

there exists either an edge in O pointing from op1 to op2, or an operation op ′ such that

op1 ; op ′ and op ′; op2 (transitivity). If neither operation is ordered before the other,

that is, op1 ;̸ op2 and op2 ;̸ op1, then we say op1 and op2 are unordered with each other

(denoted op1 ↭̸ op2).

Given a physical timeline, an ordering is valid on the timeline with respect to a con-

sistency level if it satisfies the validity constraints enforced by that level. We will explain

validity constraints in detail in §6.2.

Early Literature Terminology. Similar definitions of “ordered before” relationship have

appeared in many early literature [20, 118, 141, 189, 190], where it was termed “happens

before” and was associated with single-point events. Unordered events in a partial ordering

were often termed “concurrent” events. In this paper, we use the phrases “ordered before” and

“happens before” interchangeably, and use “unordered” and “concurrent” interchangeably,

but on operations.

6.1.4 Meaning of Consistency

The consistency level of the storage service is determined by which orderings of operations

are considered valid given any physical timeline workload. In other words, the consistency

level enforces what validity constraints must be held on the ordering given any workload.

A stronger consistency level imposes more constraints than a weaker one and therefore

disallows more orderings, exposing an interface that is more restrictive in the protocol
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design space and in the meantime easier to use by clients. In contrast, a weaker consistency

level relaxes certain constraints and opens up new opportunities in the protocol design

space, albeit providing weaker semantic guarantees for clients.

An ordering represents logical dependencies among operations, similar to Lamport’s

definition of logical clock on events [189], and does not necessarily capture physical time; in

fact, whether physical time is respected or not is one of the validity constraints that differ-

entiate several consistency levels. Our SOP model shares similarities with the specification

framework for replicated data types proposed by Burckhardt et al. [118]; the differences are

that we simplify the notion of ordering and cover stronger consistency levels (rather than

focusing only on causal and eventual consistency models).

Note that the SOP model is oblivious to any system design and implementation details

of the service, including but not limited to how the service is constructed out of servers,

what the network topology looks like, and how client-server connections are established.

These internal design choices should not affect the interface semantics exposed to clients.

We only consider a non-transactional storage service interface, where each operation

touches exactly one object. Transactional operations, which group multiple single-object

operations together, open up a new dimension in the consistency level space and are essential

to distributed database systems. A common practice in modern database systems is to deploy

sharded concurrency control mechanisms atop replicated data objects, effectively layering

transactional guarantees separately from single-object consistency [153, 307, 339]. Despite

this, transaction isolation levels can indeed be integrated into the same unified theoretical

framework with single-object consistency as seen in previous literature [26, 161] (because

they are both rooted in the validity of orderings). We leave such integration into the SOP

model as future work.

Early Literature Terminology. In early literature on shared memory consistency, oper-

ations are further decomposed into events [141]. The invocation and acknowledgment of

an operation are considered two separate events. All events form a strictly serial sequence,

named a history. Consistency levels are then defined on the validity of well-formed his-

tories. In this paper, we simplify this notation and choose not to use the words “event”

and “history”. Instead, we take a different approach and consider each operation op as a

contiguous timespan from its start (when the client issues op) to its end (when the service

acknowledges op and returns a result to the client). When discussing ordering of operations,
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we use partial ordering to depict incomparability if necessary, instead of merging them into

a serial history of events. We found this approach easier to understand and visualize.

6.2 Ordering Validity Constraints

In this section, we list two sets of validity constraints that determine which orderings are

acceptable in a consistency level. Specifically, the two sets are: 1) convergence constraints,

which bound the lineage “shape” of the ordering, and 2) relationship constraints, which

bound the “placement” of operations with respect to each other within the ordering given

any physical timeline workload.

This decomposition into convergence and relationship follows the intuition that an

ordering DAG can be described first by its shape, then by the placement of nodes within that

shape. Specifically, the convergence constraint bounds the shape and controls how much

concurrency is tolerated and exposed to clients; for example, a serial order always gives

clients the vision that operations happen one after another. The relationship constraint

controls how operations retain their relative positions from their existing properties of

physical time and client sessions; for example, an ordering that honors physical time would

disallow putting a newer operation before an older one that has long been acknowledged.

We define the two sets of constraints below.

6.2.1 Convergence Constraints

The convergence constraints restrict whether a valid ordering must be a serial order or can

be a partial order, and in the latter case, whether reads must observe convergent results. The

three levels of convergence constraints are, from the strongest to the weakest accordingly,

Serial Order (SO), Convergent Partial Order (CPO), and Non-convergent Partial Order (NPO).

6.2.1.1 Serial Order (SO)

An SO ordering must be a total order of operations, forming a single serial chain.

The result of a read (or RMW) on object x is determined by the latest write (or RMW)

operation that immediately precedes the read. We say an operation op1 immediately precedes

operation op2 iff.:
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• they are on the same object x, and

• op1 ; op2, and

• there is no other write (or RMW) operation op ′ on object x s.t. op1 ; op ′; op2.

If there is no immediately-preceding operation for a read, we assume a special initial value,

e.g. 0, for every object.

Below is an example ordering that satisfies SO:

|cWx∠1| |dWx∠2| |cRx:2| |dWy∠2| |cRy:2|

SO is the strongest convergence constraint that any consistency level can enforce. Every

operation has a relative position w.r.t. any other operation in the total order (with the

exception of a cluster of pure reads shown below). It implies that the service must maintain

a centralized view, e.g. a log, of all operations [192, 193]; an operation from a client can

never be acknowledged solely on its own will.

Cluster of Reads. We make one exception to the seriality of operations in an SO ordering:

any cluster of pure read operations in between two writes are allowed to be unordered with

each other. For example, the following ordering is a valid SO ordering:

|cWx∠1| |cWy∠2| |cRx:1|

|dRy:2|

|eRx:1|

|cWx∠3|

Without loss of generality, we always present a serial chain when giving SO ordering

examples for clarity.

6.2.1.2 Convergent Partial Order (CPO)

A CPO ordering can be a partial order of operations. Writes may be unordered with some

other operations, forming branches.

In addition, the result of a read must be strongly convergent [342], meaning that it must

observe all operations to the same object that immediately precede it. If multiple operations

with different values to the same object all immediately precede the read and they are
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unordered with each other, then the read must return the set of all these values (or a reduced

value over the set by applying a deterministic reduction function, as described in §6.1.1).

Below is an example ordering that satisfies CPO (but not SO):

|cWx∠1| |dRx:1| |cWy∠2| |cWy∠3|

|dWy∠4|

|eRy:{3,4}|

|fRy:{3,4}|

Notice how certain operations are unordered with each other, e.g., |cWy∠2| ↭̸ |dWy∠4|

and |cWy∠3| ↭̸ |dWy∠4|. Also notice that |eRy:{3,4}| and |fRy:{3,4}| observe both values

3 and 4, as the two concurrent writes both precede them.

CPO opens the opportunity to allow temporarily diverging states of object values, as

long as they collapse into a convergent state at some read that observed the concurrent

values. This typically gives protocol designers more space to improve the scalability and

availability of the service.

6.2.1.3 Non-convergent Partial Order (NPO)

An NPO ordering can be a partial order of operations, just like in CPO. Furthermore, reads

(and RMWs) do not have to be convergent. They are allowed to only observe a subset of

values from immediately-preceding operations, or apply a diverging reduction function that

may produce different values on different clients given the same set of input values.

Reads still have to be well-formed, meaning they cannot observe values that come from

nowhere. For more complex object types such as counters or queues, this means values

observed must all obey return value consistency of the object semantic [342]; for example,

a queue should never have loops. We assume return value consistency is held for all

consistency levels discussed, as is the case in all practical cloud systems.

Below is an example ordering that satisfies NPO (but not CPO):

|cWx∠1| |dRx:1| |cWy∠2| |cWy∠3|

|dWy∠4|

|eRy:3|

|fRy:4|

Notice that |eRy:3| is now allowed to only observe value 3 and miss the existence of value 4;

similarly for |fRy:4|.
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NPO allows clients to observe forever-diverging values of the same object. Without

careful assistance from the relationship constraints side, a service that only guarantees NPO

can hardly provide any reasonable consistency semantic.

6.2.2 Relationship Constraints

The relationship constraints restrict how operations are placed with respect to each other in

the final ordering. More specifically, they determine what properties of the physical timeline

workload must be reflected in the ordering. The four levels of relationship constraints

are, from the strongest to the weakest, Real-Time (RT), Causal (CASL), First-In-First-Out

(FIFO), and None. RT requires the physical time relationship between all operations to be

retained. CASL relaxes this constraint, but still requires retaining intra-client-session order

as well as cross-session causality. FIFO further relaxes CASL to only require retaining the

intra-client-session order. None places no restrictions.

6.2.2.1 Real-Time (RT)

In an RT ordering, if operation op1 ends before operation op2 starts in physical time

(regardless of whether they come from different clients or are on different objects), then the

ordering must enforce op1 ; op2.

For example, given the physical timeline below:

c :

d :

e :

cWx∠1 cWx∠2

dRx dWy∠3

eWx∠3 eRy

The following is an ordering that is SO and RT:

|cWx∠1| |eWx∠3| |cWx∠2| |dRx:2| |dWy∠3| |eRy:3|

And the following is an ordering that is CPO and RT:

|cWx∠1| |cWx∠2|

|eWx∠3|

|dRx:{2,3}| |dWy∠3| |eRy:3|



113

RT is the strongest relationship constraint that any consistency level can enforce. For

each client, its operations exhibit the same order as how the client issues them, because

an operation naturally finishes before the start of the next one following it on the same

client. Across different clients, RT ensures that an operation observes all other operations

acknowledged before its start.

The RT guarantee implies that the service must deploy some synchronization mechanism

across all clients; an operation from a client can never be acknowledged solely on the client’s

own will.

6.2.2.2 Causal (CASL)

The causal guarantee relaxes RT by allowing more cases of reordering between cross-client

operations. If operation op2 causally depends on operation op1 [7, 229, 240], then the

ordering must contain op1 ; op2. Specifically, op2 causally depends on op1 iff.:

• op1 and op2 are from the same client and op2 follows op1, or

• op1 is a write (or RMW), op2 is a read (or RMW), and op2 returns the written value

of op1, or

• there is an operation op ′ s.t. op2 causally depends on op ′ and op ′ causally depends

on op1 (transitivity).

For instance, the following is an SO ordering that satisfies CASL (but not RT), given the

same example timeline of §6.2.2.1:

|eWx∠3| |cWx∠1| |dRx:1| |dWy∠3| |eRy:3| |cWx∠2|

Notice that |cWx∠2| ends before |dRx:1| starts in physical time, yet |cWx∠2| ;̸ |dRx:1| in

the ordering.

Given this particular final CASL ordering, we can observe that e’s read |eRy:3| causally

depends on d’s write |dWy∠3| (and therefore, transitively, depends on d’s read |dRx:1| and

thus c’s write |cWx∠1|). Meanwhile, it has no interference with c’s second write |cWx∠2|.

In other words, in this particular ordering result produced by the service, the potential

“cause” of e reading value 3 out of y traces back to c’s write of value 1 to x, but is so far

considered irrelevant with c’s second write of value 2.
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We can in fact visualize the causal dependencies captured by this ordering by drawing

arrows that represent potential causality between operations on the timeline:

c :

d :

e :

cWx∠1 cWx∠2

dRx dWy∠3

eWx∠3 eRy

The following is another valid ordering that is CPO and CASL on the same timeline

example; here, |dRx:{1,3}| observes |eWx∠3|, setting up an additional causal dependency

from eWx∠3 to dRx:

|cWx∠1|

|eWx∠3|

|dRx:{1,3}| |dWy∠3| |eRy:3| |cWx∠2|

CASL is weaker than RT. For each client, its own operations still exhibit the same order

as how the client issues them. Across different clients, however, CASL tolerates divergence

and is less restrictive. An operation op2 (or a group of operations) from a client can be

reordered before another operation op1 from a different client, even though op1 is ahead

of op2 in physical time, as long as op2 has not causally observed op1. This allows certain

operations to be processed concurrently without knowing the existence of each other.

Session Guarantees. A popular approach to interpreting causality is to think from each

client’s perspective (termed a session [325]) and decompose the CASL constraint into four

session guarantees:

• Read MyWrites: if a write op1 and a read op2 are from the same client and op2 follows

op1, then op2 must observe op1.

• Monotonic Writes: writes by a client must happen in the same order as they are issued

by the client.

• Monotonic Reads: if two reads are from the same client, then the latter read cannot

observe an older state prior to what the former read has observed. This means if a

client issues a read op1 followed by another read op2, then op2 must be ordered after

all writes that op1 observes.



115

• Writes Follow Reads, i.e., Session Causality: if a client issued a read op ′ that observed a

write op1, and later issues a write op2, then op2 must become visible after op1. Here,

we assume a functionally equivalent version of this guarantee, where op2 must be

ordered after the read op ′ itself. This allows us to simplify the notion of causality and

use a single ordering instead of two (i.e., visibility order and arbitration order [342]) to

define all the selected consistency levels on the SOP model.

The CASL guarantee can be defined exactly as the conjunctive combination of the above

four session guarantees [51, 161]. More specifically, Read My Writes, Monotonic Writes,

and Monotonic Reads together lead to the requirement that operations from a single client

session follow their original order as issued and completed by that session. On top of this,

Writes Follow Reads adds the subtle requirement of causality, where two writes from two

different sessions can be connected and form a required order, if there is an intermediate

read that observes the earlier write.

6.2.2.3 First-In-First-Out (FIFO)

The FIFO guarantee further relaxes CASL by removing write causality dependencies across

clients. Specifically, if a read operation opr from client c observes a write opw by a different

client, now write operations from client c following opr are allowed to be ordered before

opr and opw. In other words, writes by different clients do not have to maintain their

causality order any more.

For instance, the following is an SO ordering that satisfies FIFO (but not CASL), given

the same example timeline of §6.2.2.1:

|eWx∠3| |dWy∠3| |eRy:3| |cWx∠1| |dRx:1| |cWx∠2|

Notice that |dWy∠3| is now ordered before |cWx∠1| and |dRx:1|, breaking the causality

chain. Imagine that another client f is reading objects x and y; it may then observe d’s

write to y before seeing c’s write to x. This may lead to counter-intuitive results for client

applications, e.g., showing a user some updated private data before knowing that the user

has been removed from the access control list (although the update was made after the ACL

removal operation).

The name FIFO comes from the following analogy: writes from each client are observed

by everyone in the same order as they are issued by the client, as if each client pushes its
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own writes into a separate FIFO queue; meanwhile, writes from different clients are not

coordinated with each other by reads.

The FIFO guarantee can be defined exactly as the combination of the Read My Writes,

Monotonic Writes, and Monotonic Reads session guarantees [161]. It relaxes CASL by remov-

ing Writes Follow Reads: a write operation can now get reordered before reads that precede

it on the same client, as well as any writes from other clients observed by those reads.

6.2.2.4 None Relationship

An ordering could, of course, place no restrictions on the relative positions of operations. In

this case, operations issued by the same client may get arbitrarily reordered. Writes by the

same client may be visible to another client in a different order than issued, and a client’s

read may fail to observe its own preceding write.

This level of relationship constraint demands the least amount of synchronization across

operations. Every operation may be processed in a completely asynchronous manner.

6.3 Consistency Levels

We present the hierarchy of useful consistency levels and dissect each level’s ordering validity

constraints. We first explain the most common consistency levels, namely linearizability,

sequential consistency, causal+ consistency, and eventual consistency, followed by more subtle

levels. We provide examples along the way to help demonstrate their practical differences,

and mention representative protocols and systems belonging to each level.

Figure 6.2 presents the hierarchy of selected consistency levels. Arrows represent a

“stronger than” relationship, where the source level is strictly more restrictive than and thus

implies the destination level. Table 6.1 defines all these consistency levels in a condensed

manner by listing their ordering validity constraints. Note that variants of the above-

presented relationship constraints are used in Table 6.1 to define three subtle levels; we

explain those variants later in their level’s subsection.
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Linearizability
(i.e., Strong Consistency, 

Atomic Consistency)

Strict Serializability

Regular Sequential 
Serializability

(One-Copy) 
Serializability

transactional
non-transactional

… Regular Sequential

Sequential
Real-time Causal

Causal+
(i.e., Causal with convergence)

Causal

PRAM (i.e., FIFO)

Per-key Sequential

Eventual

Stronger than 
and implies

Bold Common level

Weak

Bounded Staleness

Figure 6.2: Strength hierarchy of the selected consistency levels. Bold ones are the

most common levels. Arrows mean the source level is strictly stronger than the destination level.

Consistency Level Convergence Relationship

Linearizability SO RT

Regular Sequential SO RT-W & CASL-R

Sequential SO CASL

Bounded Staleness NPO Bounded-CASL

Real-time Causal CPO Weak-RT

Causal+ CPO CASL

Causal NPO CASL

PRAM NPO FIFO

Per-key Sequential CPO CASL-per-key

Eventual CPO None

Weak NPO None

Table 6.1: Ordering validity constraints of the selected consistency levels. This table

is a condensed summary of §6.2-§6.3, and is the reasoning behind Figure 6.2.
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6.3.1 Linearizability

The strongest non-transactional consistency level is linearizability, as defined by Herlihy

and Wing in [141]. In our model, a linearizable ordering can be defined as one that satisfies

both SO and RT constraints given a physical timeline. It is a serial total order where each

operation is ordered before all operations that start after its acknowledgment in real time.

A service that provides linearizability is one that always yields a linearizable ordering.

Such a service must maintain some form of a serial log of all operations, where each

operation has a specific relative position w.r.t. others. All clients agree on that same order

of operations. Furthermore, the service must keep a record of the acknowledgment of each

operation, so as to properly order all operations that start after its acknowledgment to satisfy

the real-time property.

Linearizability is often referred to as strong consistency, due to the fact that it is the

strongest possible non-transactional consistency level. Linearizability is sometimes also

referred to as atomic consistency [141, 243], because a service that provides linearizability

appears to be a piece of shared memory where every client operation is an atomic memory

operation. This convenient atomicity semantic makes linearizability one of the easiest

consistency levels to reason about and verify against; we can just think of the service as a

single piece of atomic memory and apply client operations as they arrive, ignoring all the

internal details about complicated distributed system implementation.

State Machine Replication (SMR). Since the ordering is a serial total order, it is natural

to model the object pool as a state machine and model client operations as state-transfer

commands. The service acts as a coordinated set of replicated state machines (typically by

replicating the log of operations) and applies committed commands in the decided serial

order. This resembles the well-known State Machine Replication (SMR) approach [188, 305],

which is widely used inmodeling distributed replication systems and presentingmulti-decree

consensus protocols.

Our Shared Object Pool (SOP) model is equivalent to the SMR model if we put some

restrictions on both sides. Specifically, an SOP model where only SO orderings are accepted

is equivalent to an SMR model where the state is a collection of read-write objects. The

SMR model is more expressive than the SOP model in the aspect that it allows more general

state machines with custom states and custom commands, not only reads and writes. SOP

is more expressive than SMR in the aspect that it inherently allows partial orderings, which
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helps us incorporate consistency levels that do not guarantee SO.

Protocols and Systems. Linearizability is the predominant consistency level adopted

by critical replication systems built atop SMR protocols. Classic protocols include Chain

Replication [295], Multi-Paxos [193] and its many variants/optimizations [9, 42, 95, 101, 107,

108, 147, 187, 196, 202, 244, 253, 258, 264, 268, 271, 283, 317, 348, 353], Byzantine fault-tolerant

protocols [1, 59, 76, 367], and others [208, 217, 273, 285, 323, 376] (some with advanced

hardware assumptions). Systems incorporating SMR components include lock/coordination

services [30, 31, 54], distributed cloud databases [75, 88, 153, 301, 307, 339, 341, 380], and

metadata services of large-scale storage systems [45, 96, 111, 125, 159].

6.3.2 Sequential Consistency

Sequential consistency, as originally defined by Lamport in the context of a multiprocessor

computer [190], means that all clients agree on the same sequence of operations applied by

the service, where operations from each client appear in the same order as issued by the

client. In our model, a service that provides sequential consistency always gives an ordering

that is SO and CASL
1
for any physical timeline workload.

Compared to linearizability, since the ordering does not have to be RT, sequential

consistency allows the service to move an operation (or a group of operations) backward in

time, reordering it before another group that does not causally precede it. This property is

sometimes referred to as unstable ordering [41, 53], in contrast to stable ordering provided

by linearizability.

For example, given the following physical timeline:

c :

d :

cWx∠1

dWx∠2 dRx

A linearizable ordering must be SO and RT:

1
Viotti and Vukolić gave a formal formula of sequential consistency that conjuncts SO with

PRAM (instead of CASL as in our definition) [342]. However, we believe the formula is an erratum

and deviates from their text, which reads: “the realtime ordering of operations invoked by the same

process is preserved.” Their discussion indicates a conjunction with processor consistency, a term that

aligns with our CASL constraint.
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|cWx∠1| |dWx∠2| |dRx:2|

While a sequentially consistent protocol is allowed to give the following ordering that is

SO and CASL:

|dWx∠2| |cWx∠1| |dRx:1|

The reordering is allowed because client d did not issue any read on object x before |dWx∠2|

that observed value 1 written by client c. Therefore, there is no causal dependency from

client c’s write |cWx∠1| to client d’s write |dWx∠2|.

At first glance, it may be hard to tell the exact differences between linearizability and se-

quential consistency. Attiya and Welch presented a quantitative analysis of the performance

implications of these two levels, showing that linearizability is strictly more expensive to im-

plement than sequential consistency for common object types in systems without perfectly

synchronized clocks [20]. But what semantic power do we lose by relaxing the real-time

guarantee? The following paragraphs explain three practical implications: 1) sequential

consistency does not capture external causality dependencies, 2) sequential consistency is

non-local, and 3) it takes extra care to add read-modify-write (RMW) operation support to a

sequentially-consistent protocol.

External Causality Dependencies. So far we have assumed that all clients communicate

only with the service and there are no external communication channels between clients

that bypass the service, as depicted in Figure 6.1. However, in real distributed systems such

as cloud databases [78, 129, 176, 341], clients of a replicated storage service may be part of a

higher-level system. It is not uncommon for clients to coordinate with each other through

external causality dependencies, which are impossible for the service to capture without

preserving real-time dependencies.

In the example depicted by Figure 6.3, client c first issues a write of value 1 to object x

and waits for its acknowledgment. It then sends a message to client d through an external

inter-client channel saying “I have finished my write to x and you can go ahead to operate

on x.” Client d then issues its own write of value 2 and expects to read out 2 afterwards.

However, since the message from c to d is external to the service, a sequentially consistent

service may reorder d’s write ahead of c’s, and return value 1 for d’s read.

A service that provides linearizability will be able to capture such implicit external

dependencies because of the real-time property, as |dWx∠2| starts after |cWx∠1|’s acknowl-
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dWx∠2 cWx∠1 dRx:1Ordering: …

Sequentially Consistent ServiceObject Pool: x …

Client c Client d

Wx∠1 Ack
①

External Message: c has finished Wx∠1

②

③

Wx∠2
④

Ack
⑤

Rx
⑥

Ack: 1
⑦

Figure 6.3: Example of external causality dependency with sequential. See §6.3.2.

edgment in physical time. In contrast, weaker levels that do not honor real time will at best

capture logical causality, the normal definition of causality (CASL) as described in §6.2.2.2.

Note that external causality dependencies are not to be confused with the external

consistency property in distributed transaction processing systems [75, 113], which means

that transactions are serialized into the same order as their commit order.

Implementation Locality. Herlihy and Wing have proven in [141] that a protocol that

implements sequential consistency for each object individually does not necessarily guaran-

tee overall sequential consistency across all operations. Formally, we say that sequential

consistency is non-local: it is possible for an ordering to be SO and CASL on each object,

while not SO or CASL overall.

For example, given the following physical timeline:

c :

d :

cWx∠1 cWy∠1 cRy

dWy∠2 dWx∠2 dRx

The following ordering is SO and CASL on each object (i.e., the subordering on object x

and y are both SO and CASL), but the overall ordering is CPO and FIFO:

|cWy∠1| |cWx∠1| |cRy:2|

|dWx∠2| |dWy∠2| |dRx:1|

Notice that given the result of d reading 1 out of x and c reading 2 out of y, it is impossible

to resolve an SO and CASL ordering across all six operations. This implies that a protocol



122

that guarantees sequential consistency on each object may fail to come up with a global

sequence of operations. In fact, such a protocol provides per-key sequential consistency

(covered in §6.3.5.6).

In contrast, a service that provides linearizability on a per-object basis is guaranteed to

provide overall linearizability [20, 141]. We say that linearizability is local, allowing modular

implementation and verification. The above example can only return value 1 for c’s read

and value 2 for d’s read with such a service.

Support for RMW Operations. A protocol that implements sequential consistency for

only read (R) and write (W) operations may take advantage of the unstable ordering of

writes to speed up the processing of writes. Shared register protocols [19, 41] are the primary

examples of this category.

Adding support for read-modify-write (RMW) operations to such protocols is a non-

trivial task [53]. In particular, we cannot simply treat RMW operations in the same way as

pure writes, because RMWs require a stable base value to determine the result of the read.

Systems that demand compare-and-swap (CAS) operations (such as the LogOnce operation

on shared logs [129]) may have to opt for a service that provides linearizability (or regular

sequential consistency [137] as discussed in §6.3.5.1).

Protocols and Systems. Sequential consistency originates from memory consistency

theory [2, 143, 190]. In the context of replicated objects, sequential consistency (or its

per-key variant [73]) is often seen in primary-backup systems [155] and message streaming

systems [179, 290, 373] where writes may propagate to readable endpoints after acknowl-

edgment. The transactional form of sequential consistency – serializability [38] – plays an

indispensable role in database systems.

6.3.3 Causal+ Consistency

If a global total order is not required, it may be desirable to further relax sequential con-

sistency and embrace the family of causal consistency levels. Causal consistency stems

from the definition of causal memory [7]. Lloyd et al. pointed out in [229] that distributed

replication protocols typically implement a slightly stronger version of causal consistency

termed causal+ consistency. It is essentially causal consistency with convergent reads.

In our model, a service that provides causal+ consistency always gives an ordering that

is CPO and CASL. Compared to sequential consistency, the ordering does not have to be a



123

serial total order, but instead may leave certain operations from different clients unordered

with each other. This opens up opportunities to improve the scalability of a replication

protocol. However, all causal dependencies still have to be reflected in the decided ordering.

For example, given the following physical timeline:

c :

d :

e :

cWx∠1 cWy∠1

dWx∠2 dRy

eRx eWy∠3

A service that provides causal+ consistency may give the following ordering that is CPO

and CASL:

|cWx∠1| |cWy∠1|

|dWx∠2| |eRx:{1,2}| |eWy∠3| |dRy:3|

Notice that |cWx∠1| and |dWx∠2| are unordered with each other, and |eRx:{1,2}| observes

the values of both writes, hence causally depends on both. |eWy∠3| follows e’s read and

hence causally depends on both writes as well. |dRy:3| observes the result of e’s write and

hence continues this causal dependency chain, while |cWy∠1| is dangling and has not been

observed by any reader.

Interpreting A Partial Ordering. Assuming that we are designing a replication protocol

atop a set of replica nodes, an intuitive way to interpret a partial ordering in the SOP model

is to think from each replica’s perspective. Replicas may each maintain a local ordering;

different replicas are free to apply different orders for operations that are unordered with

each other from the global perspective. Figure 6.4 demonstrates this perspective.

With a consistency level that always gives an SO ordering, all replicas agree on the

same sequence of operations. With a consistency level that allows CPO or NPO ordering,

replicas may apply operations in different orders, as long as everyone is coherent with the

required validity constraints. This removes the need to coordinate a global sequence for

writes that do not causally depend on each other, and is the root source of the scalability

and availability benefits of causal+ and weaker consistency levels.
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cWx∠1 dWx∠2 cWy∠1 eRx:{1,2} …

Causally Consistent 
Service

x y … Replica AdWx∠2 cWx∠1 cWy∠1 eRx:{1,2} …

Causally Consistent Service

x y …cWx∠1 dWx∠2 eRx:{1,2} cWy∠1 …

x y … Replica

Figure 6.4: Interpretation of a partial ordering using explicit replicas. See §6.3.3.

Why Causality. The causal property is desirable in many application scenarios. For

example, COPS [229] describes a scenario where client c is sharing a photo with client d

by first uploading the photo to an image store s and then adding a reference to the photo

to the album a. Client d then checks c’s album and, upon seeing a new reference, goes to

fetch the referenced photo:

c :

d :

cWs∠photo cWa∠refphoto

dRa dRs

For consistency levels that do not honor causal dependencies, such as per-key sequential

consistency or eventual consistency, it is possible for d to observe a new reference out

of album a but fail to see the new photo from store s (if |cWs∠photo| ;̸ |dRs:nil| in the

decided ordering). Causal and thus causal+ consistency prevents this type of counter-

intuitive phenomena, because causal dependencies will force |cWs∠photo| ; |dRs:photo|

since |cWa∠refphoto|; |dRa:refphoto|.

Why Convergence. Compared to plain causal consistency, causal+ consistency demands a

convergent conflict resolution mechanism for conflicting values observed by a read. In other

words, all read operations that observe the same set of unordered values on an object must

resolve into the same return value. Examples of such conflict resolution mechanisms include

last-writer-wins, taking-the-max, and taking-the-sum.

Without the convergence guarantee, causal consistency is allowed to forever return

different values for reads on the same object from different clients. This is undesirable in
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many applications. For example, consider a scenario where two clients, c and d, happen to

concurrently update the time for a reminder event t [229]:

c :

d :

cWt∠7pm cRt

dWt∠8pm dRt

Original causal consistency may yield the following NPO ordering, letting both c and

d falsely believe that their own update is the finalized one, even though they have indeed

observed both writes:

|cWt∠7pm| |cRt:7pm|

|dWt∠8pm| |dRt:8pm|

Causal+ consistency guarantees that c and d agree on the same time value after they

have observed both writes. Assuming a last-writer-wins conflict resolution policy, the

service may check the acknowledgment timestamp of both writes and determine that the

reduced value should be 8pm:

|cWt∠7pm| |cRt:f({7pm,8pm}) = 8pm|

|dWt∠8pm| |dRt:f({7pm,8pm}) = 8pm|

With a service that provides linearizability or sequential consistency, conflicts are avoided

altogether by enforcing an SO ordering. However, as previous paragraphs have explained,

such protocols inherently have a lower scalability upper bound and a lower availability

upper bound.

Protocols and Systems. Causal dependency originates from causal memorymodels [7, 325].

It has been adopted by replication systems designed to address availability [27, 35, 47, 167,

184, 282] and/or scalability [12, 35, 98, 229, 248, 282] concerns in large-scale cloud systems,

while preserving useful causality semantics.

6.3.4 Eventual Consistency

Eventual consistency, as the name suggests, is a consistency level that only requires reads

issued by the same client on an object to return a consistent value if no updates are being
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made to the object. There is no relationship constraint between operations, meaning that

any pair of operations are allowed to get reordered, let alone preserving causality, in the

final ordering. Eventual consistency is widely adopted in high-demand systems where high

performance, scalability, and availability outweigh the need for timely consistency.

Eventual (Strong) Convergence. Although eventual consistency is sometimes used inter-

changeably with weak consistency, it does impose one extra requirement on the service: the

decided ordering must be (strongly) convergent [342]. Writes eventually become visible to all

readers albeit with an arbitrary delay, and reads on the object must all return the same value

once they have observed the same writes. This corresponds to the strong eventual variant

defined in previous literature [343]; in our model, it is captured by the CPO constraint.

For example, given the following physical timeline:

c :

d :

cWx∠1 cWx∠2 cRx

dWx∠3

An eventually consistent service is allowed to produce the following CPO ordering:

|cWx∠2| |cWx∠1| |cRx:{1,3}|

|dWx∠3|

Notice that |cWx∠2| is allowed to be ordered before |cWx∠1|, violating the FIFO property. In

real implementations, eventually consistent systems typically process every write operation

in an asynchronous manner to maximize concurrency. Also notice that |cRx:{1,3}| must

return a convergent value over the set {1,3}.

Quiescent Consistency. A related, vaguely defined term is quiescent consistency [139]. In

a commonly accepted definition, special periods of physical time called quiescence period are

identified, during which no write operations are happening. All operations acknowledged

ahead of the period are ordered before those that start after the period. Quiescent consistency

is weaker than eventual consistency, because if a system-wide quiescence period never

appears, it effectively makes no guarantees at all [342].

Protocols and Systems. Eventual consistency is widely adopted by web-scale systems

in the form of gossiping protocols and anti-entropy propagation [84, 93, 186, 306]. These
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systems value performance and scalability greatly and can tolerate inconsistencies. A notable

line of research related to eventual consistency is on Conflict-free Replicated Data Types

(CRDTs) [214, 310, 329].

6.3.5 Other Consistency Levels

In this section, we briefly describe the rest of the selected consistency levels other than the

four most common ones. These levels explore different combinations of convergence and

(variations of) relationship constraints to refine the consistency level hierarchy.

6.3.5.1 Regular Sequential Consistency

Helt et al. formalized the notion of regular sequential consistency in a recent work [137]. It

takes the middle ground between linearizability and sequential consistency. It combines

the strengths of both by imposing different levels of relationship constraints for read-only

operations versus write operations. Specifically, all writes (and RMWs) must honor the

real-time property (denoted RT-W), while read operations are allowed to travel back in time

as long as they still honor causality (denoted CASL-R).

For example, given the following physical timeline:

c :

d :

cWx∠1 cRx

dWx∠2

A service that provides regular sequential consistency may give the following SO order-

ing, where c’s read travels back in time:

|cWx∠1| |cRx:1| |dWx∠2|

Invariant-equivalence to Linearizability. It is shown that regular sequential consistency

is invariant-equivalent to linearizability [137], meaning that: 1 it is local (see §6.3.2) and 2

it inherently supports RMW operations thanks to stable ordering of writes. However, since

reads are not guaranteed to observe the latest committed write, this level does not guarantee

to capture external causality dependencies, making it still weaker than linearizability.
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The transactional version of this consistency level is regular sequential serializabil-

ity [137], where read-only transactions are allowed to get reordered in the serialized se-

quence, while all other transactions must honor RT. Similar properties have been exploited

in transactional database systems that use Timestamp Ordering (T/O) optimistic concurrency

control mechanisms [370].

6.3.5.2 Real-time Causal Consistency

Real-time causal consistency is a strengthening of causal+ consistency by bringing back

a relaxed version of the real-time property. On top of causal+, real-time causal further

requires that: if operation op1 is acknowledged before the start of op2 in physical time,

then op2 ;̸ op1 in the final ordering. Notice that this is a weaker constraint than what we

have defined as RT, since RT would enforce op1 ; op2. We denote this weaker constraint

Weak-RT.

Assuming that the system is composed of a set of symmetric message-passing replica

nodes, Mahajan et al. have proven in [240] that real-time causal consistency is the strongest

possible level that is achievable in an always-available, one-way convergent system (which

is implied by our definition of sticky available in §6.4).

Fork-based Consistency Models. A family of fork-based consistency models has been

developed to deal with Byzantine faults in a system containing untrusted components.

For example, a fork-linearizable system ensures that if any two replicas have observed

different orderings (i.e., forked by an adversary), then their writes will never be visible to

each other afterwards (i.e., they cannot be joined again). Fork causal consistency is a family

of consistency levels that weaken causal consistency to tolerate Byzantine replicas and

enforce causal consistency among correct replicas [241].

6.3.5.3 Causal Consistency

Causal and causal+ consistency have been explained in §6.3.3. As a recap, a service that

provides causal consistency must give an ordering that is NPO and CASL. Such an ordering

captures all the potential causality dependencies between operations, but does not demand

convergent conflict resolution, meaning that different clients are allowed to forever retrieve

different values from reads on the same object.
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As mentioned in §6.2.2.2, causal consistency can be defined exactly as the combination

of the four session guarantees [51, 161].

6.3.5.4 Bounded Staleness

Although causal consistency enables the powerful abstraction of causal dependency, it does

not provide any guarantee on the “timeliness” of when writes become visible to reads.

Bounded staleness is a vaguely-defined family of consistency levels that typically strengthen

causal consistency by adding recency guarantees [249].

Bounded staleness levels put an extra constraint on the delay between the acknowledg-

ment of a write by client c on object x and when reads from other clients on x must reflect

the effect of the write. The delay constraint may be expressed in the following ways: 1) at

most j more write operations by client c, or 2) at most k more updates on object x, or 3)

at most a physical time interval t, or 4) a mixture of the three, e.g., whichever is reached

first. We use the name Bounded-CASL to broadly refer to the combination of the CASL

relationship guarantee with any delay constraint.

Because of the extra delay constraint, bounded staleness levels are incomparable with

both sequential and causal levels, because they both do not express any recency requirements.

6.3.5.5 PRAM Consistency

Pipeline Random Access Memory (PRAM) consistency [226], or simply FIFO consistency, is

a weaker consistency level than causal consistency, where causality across clients is not

captured. It was originally defined for shared memory systems. In our framework, it is a

consistency level that requires NPO and FIFO ordering.

Using the notion of session guarantees, PRAM consistency can be defined exactly as the

combination of Monotonic Writes, Monotonic Reads, and Read My Writes [161]. It does not

enforceWrites Follow Reads, hence not capturing cross-client causality.

Consistent Prefix. The combination of Monotonic Writes and Monotonic Reads are some-

times referred to as Consistent Prefix [249]. This name comes from the fact that, for every

writer, all clients will observe a monotonically-growing prefix of its writes.

Although Figure 6.2 does not include consistent prefix because of its vague definition,

we can derive a strength rank of this level w.r.t. bounded staleness, causal, and PRAM

consistency: any Bounded Staleness configuration > Causal > PRAM > Consistent Prefix.
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6.3.5.6 Per-key Sequential Consistency

As §6.3.2 pointed out, sequential consistency is non-local, meaning that a protocol that

enforces SO and CASL ordering on a per-object basis (termed CASL-per-key) does not

necessarily guarantee a global SO and CASL ordering across all operations. In fact, such a

protocol implements per-key sequential consistency.

This consistency level was first studied in the PNUTS system [73], a highly-concurrent

data serving system that provides per-record consistency. However, modern distributed

systems typically have complicated client-side logic layered on top of a non-transactional

object store, where each client is interested in more than one object. This makes the

object-key-oriented consistency level less appealing than session-oriented causality levels.

The photo-album case described in §6.3.3 would be a good example that demonstrates the

limitations of per-key sequential consistency.

6.3.5.7 Weak Consistency

Weak consistency is at the bottom of the consistency level spectrum and is weaker than

all other consistency levels. In our model, weak consistency can be defined as enforcing

an NPO and None-relationship ordering. It can simply be interpreted as “providing no

consistency guarantees at all”. This terminology in the context of replication is irrelevant to

weak ordering in shared memory systems [143, 256].

6.3.5.8 Mixed/Hierarchical Consistency Levels

So far, we have assumed a single conceptual storage service withoutmaking any assumptions

on the internal implementation of the service. Real distributed systems may, however,

contain multiple layers or scopes of sub-services, each providing a different consistency

level semantic. For example, CosmosDB [249] provides a stronger consistency guarantee

for clients within the same region than those distributed across multiple regions, effectively

exposing a 2-layer consistency model. Given the implementation details of a system, we can

always define mixed or hierarchical consistency levels composed of multiple basic levels.

Yu andVahdat [368, 369] proposed a continuous consistencymodel for replicated services,

where consistency is defined as a 3-tuple, (numerical error, order error, and staleness), named

a conit. This leads to a fairly fine-grained consistency spectrum and allows applications to

dynamically balance consistency and performance.
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6.3.5.9 Memory Consistency Models

Distributed replication consistency is tightly related to early works in multiprocessor shared

memory consistency. Hill defined hardware memory consistency model as the interface

contract for sharedmemory, where instructionsmay be executed out-of-order [143]. Memory

consistency models and techniques such as weak ordering, acquire/release consistency, entry

consistency, cache coherence, and memory fences/barriers [143, 256] are out of the scope of

this dissertation.

6.4 Availability Guarantees

Besides consistency, availability is an important (and interrelated) part of the interface

contract between a distributed storage service and its clients. The consistency level semantics

of the service sets a limit to the best possible availability the service can provide. Availability

is also not implementation-oblivious; the meaning of fault tolerance and availability can

only be defined given a specific system model. For completeness, in this section, we consider

a simple system of symmetric replicas and briefly present the best possible availability

guarantee that each consistency level can provide in such a system.

6.4.1 Symmetric Replicas System Model

We consider a fault-tolerant system implementation of the object store service composed

of a set of symmetric replica servers, similar to what Figure 6.4 depicts. Each replica node

holds a complete copy of all objects and can communicate with any other replica through

messages over the network. Clients establish connections to one (or more) replica(s), issue

operations, and wait for acknowledgments.

Data Partitioning. Since we only consider non-transactional workloads, this symmetric

model can be easily extended to incorporate data partitioning (or called partial replication),

where each node is responsible for a subset of objects. For each object, only the set of nodes

that hold the object is under consideration for availability.

Client-side Caching. A client may act as a partial replica server by doing client-side

coherent caching w.r.t. the consistency level for its reads and writes [27, 325]. In this case,

we can count the client itself as a valid partial replica.
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6.4.2 Meaning of Availability

Consider a non-Byzantine fail-stop setting with a partially synchronous network [193]. We

say a system of symmetric replicas provides availability if, in the presence of arbitrarily

long network partitions between arbitrary replicas, every client that can connect to one (or

a specific set of) non-failing replica(s) of an object can get valid acknowledgments for all

operations it issues on that object.

Availability Levels. We consider three coarsely-defined levels [161]:

• Totally available: every client that can contact at least one non-failing replica of an

object eventually receives responses that honor the consistency level for operations

on that object.

• Sticky available: a client maintains stickiness if it keeps contacting the same replica

for all of its operations on an object. The system is sticky available if every client that

sticks to a non-failing replica of an object eventually receives responses that honor

the consistency level for operations on that object.

• Weakly available: the system does not always guarantee progress under arbitrary

network partitioning scenarios.

Note that the “weakly available” category can be further decomposed into finer-grained,

protocol-specific availability levels if we can bound the number of failures to a certain

quantity. For example, most state machine replication protocols are available when at

least a majority of nodes are healthy and connected. Also, extra care needs to be taken to

define reasonable transactional availability guarantees [26]. We limit our discussion to the

coarse-grained definition.

6.4.3 Availability Upper Bounds

The CAP theorem states that a distributed system cannot achieve Consistency, Availability,

and network Partition-tolerance all at the same time [49]. This informal description is often

taken in an overly restrictive form. A more precise statement would be that a distributed

system cannot achieve linearizability, total/sticky availability, and tolerance to full network

partitioning all at the same time. This statement has been proven by Gilbert and Lynch [114].
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Consistency Level Availability Upper Bound

Linearizability

Weakly available

Regular Sequential

Sequential

Bounded Staleness

Real-time Causal

Sticky available

Causal+

Causal

PRAM

Per-key Sequential

Session Guarantees:

Read My Writes

Writes Follow Reads

Totally available

Monotonic Reads

Monotonic Writes

Eventual

Weak

Table 6.2: Availability coarse upper bound of selected consistency levels. Bold levels

are the common levels as marked in Figure 6.2. See §6.4.3 for related discussions.

By relaxing linearizability to weaker consistency levels, it is often (but not always)

possible to derive a replication protocol that guarantees sticky or even total availability

under arbitrary network partitions. Table 6.2 lists the availability upper bound of each of

the selected consistency levels.

Most of these availability bounds have been proven in previous literature [26, 240].

Linearizability, regular sequential consistency, and bounded staleness are obviously weakly

available because of the RT constraint or the delay constraint: clients connecting to servers

separated on opposite sides of a network partition have no way of knowing the acknowledg-

ment time of operations made on the other side, unless operations on that side are blocked

indefinitely. Sequential consistency cannot be sticky available because of its non-locality,

as counter-examples similar to the one presented in §6.3.2 can be constructed; in contrast,

per-key sequential is sticky available. Bailis et al. have proven that the writes follow reads,

monotonic reads, and monotonic writes session guarantees are totally available, while

read my writes requires stickiness [26]. Causal and PRAM consistency are therefore both

sticky available. Mahajan et al. have proven that real-time causal is as available as causal

consistency (given one-way convergence, which is assumed in our model) [240]. Causal+ is
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also sticky available following this result. Eventual and weak consistency are both totally

available: clients can make progress on any live server.

Limitations. The availability upper bounds presented here are rather coarse-grained and do

not capture everything about availability. First, they say nothing about recency guarantees,

i.e., how stale are read results allowed to be. For example, although causal consistency is

sticky available, a network partition may indefinitely prevent writes made on one side from

being visible to readers on the other side. Bounded staleness levels would thus all be weakly

available in our definition. Second, these availability bounds do not consider partial network

partitions, where certain pairs of nodes cannot directly communicate with each other, but

some indirect multi-hop paths are still available. Alfatafta et al. discussed partial network

partitions and mechanisms to exploit indirect paths [11].

6.5 Summary of Consistency Modeling

In this chapter, we presented the Shared Object Pool (SOP) model, a unified consistency mod-

eling framework that unites the definitions of common non-transactional consistency levels

(linearizability, sequential consistency, causal consistency, eventual consistency, and more).

Our definitions are simple and concise, where each level can be defined as a conjunction of

two constraints on the allowed ordering of client operations: the convergence constraint,

which dictates the shape of the ordering, and the relationship constraint, which dictates

the relative position between operations within the ordering. We present a hierarchy of

common consistency levels derived from the definitions, illustrate with extensive examples,

and briefly discuss availability upper bounds.
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Chapter 7

Enforcing Correctness and Availability

Ensuring the correctness and availability of distributed replication protocols and their

implementations is crucial, as they are built to provide fault-tolerant storage and access

methods to critical data. A flawed protocol algorithm or a buggy system implementation

could lead to infrastructural failures, undermining the reliability these systems are meant

to provide. There are two main steps towards correctness enforcement in the context of

replication systems: empirical testing and formal methods.

Testing is ubiquitous across all fields of computer science and offers practical validation

of the behavior of a system implementation. Numerous tools and frameworks have been

developed to ease distributed systems testing. Notable examples include specialized semantic

checkers such as Porcupine [18], language-specific schedule exploration frameworks (that

maximize test coverage) such as Shuttle [183] and Turmoil [332], and holistic end-to-end

testing frameworks (that have fault injection capabilities) such as Jepsen [161, 162].

Formal methods are powerful techniques that enable machine-aided mathematical ver-

ification of expected properties. Modeling languages such as TLA
+
[194] and P [85] are

essential tools for specifying the concise algorithm of a protocol and for checking its prop-

erties via temporal logic. Advanced proof assistants such as Coq/Rocq [327], Lean [82],

Dafny [211], and Verus [206] help develop machine-checked proofs.

This chapter documents two of our efforts on correctness enforcement, one on testing

and the other on formalization, that augment the comprehensiveness of our research practice.

§7.1 describes a unified consistency level checker with Jepsen toolchain integration and the

associated analysis results; it demonstrates an application of the SOP consistency model
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we proposed in Chapter 6. §7.2 presents the formal TLA
+
specifications we developed

for three consensus protocols: MultiPaxos, Crossword, and Bodega, and how they are

model-checked with various features.

7.1 Unified Checker for Jepsen Testing

Consistency checking is a crucial aspect of testing replication systems. To demonstrate the

uniformity, practicality, and understandability of the SOP model developed in Chapter 6,

we apply it to consistency checking. Assume a known number of clients using a key-value

store service. Given a history of client operations as input, our consistency model should be

able to decide which consistency levels the service conforms to (according to the specific

history) and which levels it certainly already violates.

A checker cannot operate without history trace inputs. We build upon Jepsen, a widely-

used distributed system testing, fault injection, and analysis toolchain [162] (open-sourced

by the same-named company [161]). Jepsen offers an automated workflow for running real

distributed systems, generating client workloads, injecting failures, recording the execution

history, and performing consistency and availability analysis based on observed results.

Jepsen is written in Clojure, a dialect of the functional programming language Lisp with a

Java-backed runtime.

We implement a consistency levels conformity checker prototype in ~1k lines of Rust,

using SOP orderings as the underlying mechanism. We add ~1k lines of Clojure wrappers

to integrate the checker with the Jepsen toolchain and make it a selectable alternative to

the original Knossos linearizability analyzer [163] for key-value operations. Source code of

the demo can be found at https://github.com/josehu07/jepsen.demo.

7.1.1 Checker Logic

The checker takes as input from the Jepsen execution stage a history, which is a sequence

of events where each event is either the invocation or the completion of a client operation

(recall §6.1.4). There are three types of operations: read (R), write (W), and compare-and-

swap (CAS). The three types correspond to the model’s definition described in §6.1.1, with

CAS being a concrete, representative type of an RMW operation that conditionally writes a

new value if passing an equality check on an expected old value.

https://github.com/josehu07/jepsen.demo


137

The checker outputs four flags to indicate whether the given history conforms to the

four most common consistency levels: linearizable (Linr.), sequential (Seql.), causal+ (Casl+),

and eventual (Evtl.). Conveniently, due to the chain ranking across the four levels, satisfying

a higher level guarantees all weaker levels. Note that the result of a run is specific to the

particular history produced in the run, and the system in general could be at a weaker level

than what was exposed by the test run.

The internal logic of the checker goes as follows. 1 It parses the history into a timeline

resembling §6.1.2, stored as a collection of per-client queues of spans, where each span

represents a specific operation with start and end timestamps. 2 It repeatedly drains

the queues in bulks of concurrent operations, and tries to iterate through all possible

constructions of ordering graphs. If a graph satisfying both the convergence and relationship

validity constraints of a level is found when all queues in the timeline have been drained,

that level is satisfied. The iterative process starts from "easier" graphs (e.g., SO graphs with

RT relationship constraint), seeking stronger levels first to terminate early, before moving on

to "harder" graphs (e.g., CPO graphs with more flexible relationship constraints). 3 If all the

CPO graph possibilities are exhausted for all chunks of spans, the checker terminates with

all flags set to false, meaning weak consistency. The checker also terminates immediately if

any read returns a corrupted or never-seen-before value.

7.1.2 Analysis Results

We run the Jepsen workflow on three representative systems: the etcd key-value store [96],

the ZooKeeper coordination service [155], and the RabbitMQ message broker [287], with

various setups when relevant. All systems are run with 5 replicas distributed across 5

CloudLab c220g2 machines [90], and all systems are structured to expose a replicated

key-value store service API to clients (covered below).

In each run, 10 clients are distributed across the samemachines evenly, and each generate

30 seconds of workloads with random keys and values concurrently at a global 200 ops/sec

rate. Network partitioning faults are injected every 10 seconds and last 5 seconds each time.

This testing setup is able to produce a diverse coverage of the consistency hierarchy across

the four most common levels.

Table 7.1 presents the results of the runs. Our SOP-based checker outputs fine-grained

consistency validation results that span the four common levels. Jepsen’s original Knossos
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System Setups SOP-based Checker Jepsen

System Mode Conv. Rela. Linr. Seql. Casl+ Evtl. Knossos

etcd

Quorum read SO RT     Pass

Stale read SO CASL #    No

CAS as txns SO CASL #    No

ZK

Locked atoms SO RT
∗  ∗    Pass

∗

Local refs CPO CASL # #   No

RabbitMQ P2P announce CPO None # # #  No

Table 7.1: Jepsen workflow consistency checker outputs on representative systems.

Conv.: convergence. Rela.: relationship. See §7.1 for explanation of system deployment modes.

analyzer outputs a binary decision on linearizability only. The results of all six system setups

match what we would expect from the system deployments; we explain the deployment

modes below.

etcdModes. etcd is a Raft-consensus-backed, strongly-consistent key-value store for critical

data with transaction support. Default deployment uses quorum reads, following the Raft

protocol strictly, and is therefore linearizable. If reads are allowed to be acknowledged before

reaching a majority quorum (Stale read), they could miss the latest committed writes, and

the service degrades to sequential consistency. We also test a mode where CAS operations

are implemented manually as serializable transactions instead of single-point operations,

which also brings the overall consistency down to sequential.

ZooKeeper (ZK) Modes. ZooKeeper is a sequentially-consistent coordination service

backed by the ZAB primary-backup protocol. We use ZK through the Avout library, which

provides a distributed Clojure atom abstraction using ZK as access locks. Although sequen-

tially consistent, triggering a non-linearizable read result is rare as it requires stale locks

to be held in close succession; thus, our test run yielded a linearizable history (
∗
). We also

include a mode where a subset of atoms is replaced with local atom references without

cross-node communication. This caps those atoms at causal+ consistency.

RabbitMQ (RMQ) Modes. RabbitMQ is a message queueing and brokerage system. We

build a peer-to-peer broadcasting layer using RabbitMQ queues co-located with each node

as the communication media between them. This resembles a weakly-consistent key-value

store service to clients, where updates received by a server are propagated lazily to peer

nodes through background announcements.
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Performance Limitation. The main purpose of the checker implementation is to demon-

strate the uniformity, expressiveness, and practical relevance of the SOP model. A major

limitation lies in brute-force ordering graph construction, which has sub-factorial complex-

ity with respect to the number of concurrent writes (bounded by the number of clients),

leading to long analysis time and high memory consumption. Checking for linearizability

alone takes ~1s, on par with Jepsen’s time in our small-scale tests, but weaker levels require

up to hours to explore, with the RabbitMQ eventual consistency case taking 3 hours 24

minutes. In practice, level-specific algorithms should be used [3, 18, 46, 146, 163, 274] with

auxiliary information and heuristics from the tested system, such as object versions and the

believed serialization order.

7.2 Formal TLA
+
Specifications

Empirical testing is indispensable in the design and implementation of distributed systems,

but testing alone is insufficient for ensuring absolute correctness. Formal methods are

machine-aided tools that utilize logic-based mathematical structures to model computer

algorithms, and verify and prove that they satisfy their expected properties. Formalization

plays a critical role in distributed systems research, as distributed protocols and programs

are not easily comprehensible to humans; consensus is no exception. Applying formal

methods helps eliminate deep logical flaws and ensure the fundamental safety and liveness

properties of the underlying algorithm.

Formally proving the properties of real programs from end to end, even for smaller

single-node programs, is intrinsically hard and is a problem that stands at the cutting edge of

formal verification research at the time of writing [62, 106, 135, 206, 207, 211, 327]. Luckily, at

an inner level, well-developed tools exist to help model and verify the underlying consensus

protocols of replication systems in a more abstract manner [85, 194]. The most notable

examples are tools built around the temporal logic of actions (TLA), a mathematical logic

framework constructed by Lamport et al. [191] capable of expressing temporal states that

evolve with logical time.

In this section, we present our work on formally specifying three of the presented

consensus protocols: MultiPaxos with modern features, Crossword, and Bodega, using

the standard TLA
+
specification toolchain [194]. We show how we model the consensus
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protocols and their assumptions, how we define the desired properties, and how we verify

them with model checking.

7.2.1 TLA
+
Fundamentals

Detailed tutorials on the TLA
+
specification language and its associated toolchain are

available from multiple online sources [194, 199, 349]. Here, we give a brief introduction to

its fundamentals.

Basic Constructs. TLA
+
builds upon the mathematical primitives of first-order logic. At its

core, everything is composed of booleans, logical operators (and ∧, or ∨, not ¬, implication

=⇒ ), and satisfaction tests. On top of booleans, there are two types of fundamental

constructs: sets and functions. Sets are collections of unique elements that are internally

represented as a boolean existence test formula. Sets support set operators (such as union

∪, intersection ∩, difference \, and xor ⊕) and enable predicate logic (forall ∀, exists ∃).
Elements of sets can also be sets. Functions are mappings from a domain set to a range set,

defined as [x ∈D 7→ e(x)].

For convenience, libraries define other commonly-used constructs on top of these two

concepts. These constructs include strings, integral numbers (each being a singleton set),

infinite sets of numbers (such as Nat for all natural numbers), finite sets (which support

the cardinality operator), sequences (which are functions from integer indices to elements),

tuples (which are finite sequences), multisets (which are functions from elements to integer

counters), records (which are functions from string names to values), and more.

Temporal Logic of Actions (TLA) is an extension to the aforementioned logical constructs,

designed specifically for modeling the execution of programs as state machines. It introduces

the notion of states and actions. Starting from an initial state, a program can be modeled as

a collection of actions. An action is enabled if its preconditions are satisfied by the current

state, and specifies how to produce the next state from the current one.

An execution is a specific chain of steps, where in each step, an enabled action is selected

at the state to produce the next state. An execution could be infinite even when the number

of possible states is finite; for a minimal example, consider a program that oscillates between

two states indefinitely. A program could specify a termination condition on states to check

for termination guarantees, but this is not required. The behavior of a program is, generally

speaking, the graph of all possible executions rooted at the initial state.



141

To be able to express the concept of executions mathematically and to define properties

on them, TLA introduces two new temporal predicates: always □ and eventually 3. The

always □ predicate defines a condition that is true on all states of an execution, and the

eventually 3 predicate defines one that is true on some state of an execution. Notice the

similarity with regular logical operators, but on the new temporal axis. The two predicates

can be combined. For example, 3□ precedes a condition that is eventually true and stays

true after some step, and □3 precedes a condition that is recurrently true.

Specification and Model Checking. TLA
+
is a specification language that expresses

TLA formulas to model programs and properties. The specification of a program is usually

expressed as

Spec= Init ∧ □[Next]⟨⟨vars⟩⟩, (S1)

where Init is the initial state composed of concrete values of vars, Next is the disjunction

of all actions, and [Next]⟨⟨vars⟩⟩ means applying Next while allowing stuttering steps (i.e.,

steps that leave vars unchanged).

Developers also specify properties to be checked on the program in TLA
+
formulas.

There are two types of properties in general: safety and liveness. Safety properties are

conditions that are expected to be true on all states in all executions of a program’s behavior;

they are also referred to as invariants. Safety invariants can be expressed using □Invar,

and the toolchain recognizes them specially for the purpose of optimizing verification speed.

Other properties belong to liveness properties and usually involve 3 predicates, making

them generally harder to verify.

Model checking refers to the technique of exploring the entire behavior of a program

by computing all possible executions from an initial state given finite input parameters,

and verifying that desired properties are satisfied. The TLA
+
toolchain comes with TLC, a

Java-based finite-space model checker. By setting constant values to all input parameters

of a specification, TLC runs model checking to look for violations. Model checking is a

resource-consuming task due to the nature of the exponential growth of states; TLC is

multi-threaded and supports distributed checking and checkpointing to be practical. Other

features include symmetrical sets (allowing different permutations of a set be considered

the same state if all elements are symmetrical) and deadlock detection (allowing detection of

non-termination when loops are found in the behavior graph).

The TLA
+
toolchain also includes TLAPS, a tool for writing machine-checked formal
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proofs. Since model checking fulfills our needs, we will not delve into the specifics of TLAPS

in this dissertation.

PlusCal (+Cal) is a higher-level auxiliary language that allows developers to write specifi-

cations in a way that closely resembles actual procedural programs. Expressing algorithms

in vanilla TLA
+
may be tedious and counterintuitive. PlusCal provides programming-like

constructs to make this easier, for example, macro for function definitions, await for writing

preconditions, with for expressing nondeterminism (due to multiple allowed actions), and

control flow constructs such as if-else and while-do.
A PlusCal algorithm is written as a special comment in a .tla file, where the toolchain

automatically generates and appends translated TLA
+
formulas. All three specifications we

present below are written mainly in PlusCal.

7.2.2 Practical MultiPaxos Specification

We start by modeling MultiPaxos [193], the classic consensus protocol that laid the foun-

dation for later literature. Despite the rich history of research, we found that previous

MultiPaxos TLA
+
specifications (available online [116, 200, 201]) were all centered around

the basics of the single-decree Paxos algorithm [192], which deviates from how practical

systems implement it in the wild (as an SMR protocol). They also lacked modern features

such as asymmetric quorum sizes and leader leases. Therefore, we develop a newMultiPaxos

specification that models it from the perspective of an SMR log.

Our enhanced MultiPaxos specification has been accepted into the official TLA
+
Exam-

ples repository [123], available at https://github.com/tlaplus/Examples/tree/mas
ter/specifications/MultiPaxos-SMR. The specification and configuration files are

also included in Appendix A.1. We enumerate its features and advantages below.

Practical SMR-Style LogModel. Wemodel the system as a collection of symmetrical nodes

that each maintains a replica of the log of commands; the log is referred to as insts, meaning

“instances”. Each node keeps track of its states that closely resemble real replication system

implementations, such as Summerset. See the NodeStates variable. Message sending and

receiving are modeled as adding or picking a message to/from the global “bag” of messages.

This network model adheres to conventional practice and can naturally express message

drop, duplication, out-of-order delivery, and implicit retransmission.

https://github.com/tlaplus/Examples/tree/master/specifications/MultiPaxos-SMR
https://github.com/tlaplus/Examples/tree/master/specifications/MultiPaxos-SMR
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Explicit ClientRequests andMessages. The specification explicitlymodels client requests

as well as internal node-to-node messages, rather than treating communication as magical

actions. It takes as input two sets of client commands for writes and reads, respectively,

and processes the issuance and acknowledgment of them as client-observable events. See

ClientEvents, InitPending, and the TakeNew<R/W>Request macros. Similarly, the internal

Prepare and Accept messages are defined explicitly and have corresponding handlers. See

PrepareMsg, AcceptMsg, and the Handle<MsgType> macros.

Explicit Safety and Termination Condition. Unlike previous specifications that only

use single-decree consensus properties, the safety condition of Linearizability is defined on

client-observed request issuance and acknowledgment events on the log. This matches the

exact definition of linearizability from end to end. Termination is marked explicitly when all

input requests are successfully replicated, allowing us to use the CHECK_DEADLOCK feature

to verify the protocol’s progress guarantee under our network model.

Explicit Node Failure Injection. The NodeFailuresOn input flag allows explicit injection

of node failures. This enables faster exploration of failure scenarios, and allows checking

for the protocol’s fault tolerance guarantee when combined with CHECK_DEADLOCK.

Asymmetric Read/Write Quorum Sizes. The specification recognizes read vs. write

commands and allows setting asymmetric read/write quorum sizes, instead of always fixing

both to the majority number. See ReadQuorumSize andWriteQuorumSize.

Leader Leases and Local Read at Stable Leader. The specification includes the feature

of leader leases [63], where nodes may grant leases to the believed leader, making it a stable

leader that can serve read requests locally when holding at least a majority number of leases.

We model leases as a collection of special, removable LeaseGrant messages, and a stable

leader may serve a read request through TakeNewReadRequestLocally.

Model Checking Statistics. With the default parameters presented in §A.1.2-§A.1.3, TLC

is able to finish model checking with no errors. A total of 25,266,000 distinct states are

found. The depth of the complete search graph is 34. Model checking finishes in 5 minutes

41 seconds on a machine with two 32-core AMD 7543 @ 2.8GHz CPUs (128 cores in total)

and 256GB of memory.
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7.2.3 Crossword Specification

We model Crossword in a similar SMR-style approach based on §7.2.2. The specification

and configuration files are included in Appendix A.2. We describe the differences from the

base specification below.

Erasure-Coded Shards. Every instance of a log replica has an additional field named

shards, which keeps track of the set of erasure code shards available for this instance at

this replica. See the InstStates variable. Using this notation, the ValidAssignments formula

enumerates all the valid Balanced Round-Robin (BRR) shard assignment policies according

to Crossword (§3.2.2).

Updated Messages and Commit Condition. Following Crossword’s logic, we updated

the Prepare and Accept messages such that they carry a shards set with them to indicate

the specific set of shards transferred. The commit condition of an instance checked by the

leader is updated accordingly, adding the extra clause that tests shard coverage. See the

CommittedCondition formula.

Reconstruction Reads During Prepare. Without loss of generality, we model the recon-

struction reads for non-committed instances at a new leader as part of the Prepare phase,

by letting the PrepareReply message carry the information of available shards directly. If

data is reconstructable after receiving a sufficient amount of PrepareReplies, that data must

be used as the value for the instance.

Model Checking Statistics. With the default parameters presented in §A.2.2-§A.2.3, TLC

is able to finish model checking with no errors. A total of 218,047,420 distinct states are

found. The depth of the complete search graph is 35. Model checking finishes in 1 hour 36

minutes on a machine with two 32-core AMD 7543 @ 2.8GHz CPUs (128 cores in total) and

256GB of memory.

7.2.4 Bodega Specification

We model Bodega in a similar SMR-style approach based on §7.2.2. The specification and

configuration files are included in Appendix A.3. We describe the differences from the base

specification below.

Rosters and Roster Leases. We extend the leader leases feature of the base MultiPaxos
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specification to support Bodega’s roster leases. The definition of rosters can be found in the

Rosters variable and follows the definition in §4.2.1 and §4.2.3. Without loss of generality,

we assume only one key in the system; therefore, a single responders set is sufficient. Active

roster change attempts are made only in parallel with leader step-ups to reduce state bloat.

Local Read at Responders. If any node finds itself holding at least a majority of up-to-date

roster leases, it attempts to serve read requests locally. See the updated TakeNewReadRequest

macro. If the replica is a non-leader responder, the local read acknowledgment action

is enabled only when the latest known write is in Committed status, which follows the

requirement of the Bodega protocol.

LocalRead Safety Threshold. Bodega requires nodes to communicate their latest accepted

slot number after roster changes to let a responder calculate the safe slot threshold, after

which the responder can start serving local reads. These numbers are encoded as the

CommitPrev field, and are communicated via the added PrepareNotice messages that act as

part of the lease guards.

Model Checking Statistics. With the default parameters presented in §A.3.2-§A.3.3, TLC

is able to finish model checking with no errors. A total of 20,431,063 distinct states are

found. The depth of the complete search graph is 37. Model checking finishes in 3 minutes

38 seconds on a machine with two 32-core AMD 7543 @ 2.8GHz CPUs (128 cores in total)

and 256GB of memory.

Model checking Bodega helped us discover an early design flaw in the protocol, where

we erroneously used the latest committed indices rather than the correct latest accept indices

in the calculation of safety thresholds. This shows how model checking is effective for

verifying protocol designs.



146

Chapter 8

Related Work

In this chapter, we categorize and discuss all prior works related to this dissertation. These

include consensus protocols and optimizations (§8.1), optimistic system design techniques

(§8.2), studies on cloud workloads and real system implementations (§8.3), and correctness

enforcement via testing and formal verification (§8.4).

8.1 Distributed Replication and Consensus

Replication has been applied ubiquitously for fault tolerance since the dawn of distributed

systems. Behind the scenes, consensus protocols are the driving force for linearizable

replication, which is the main focus of this dissertation. In §8.1.1 through §8.1.6, we discuss

existing consensus protocols in categories, assuming the common failure model of fail-stop

nodes and an asynchronous network. We then briefly discuss notable works in two related

research areas: Byzantine fault tolerance (§8.1.7) and replication with weaker consistency

levels (§8.1.8).

8.1.1 Classic Consensus Protocols

Paxos [192] is the classic work that defined the terminology of “consensus” and laid the

foundation for all future consensus protocols. It provides a mechanism for multiple inde-

pendent nodes to reach agreement on a single value in as few as two rounds of messages:

Prepare and Accept. Using this single-decree consensus as a basis, MultiPaxos [193] builds

a multi-decree consensus protocol, where nodes use the Prepare phase to settle for lead-
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ership and use repeated Accept phases to establish agreement on multiple values, usually

organized in the form of a log of state machine commands. Later optimizations include Fast

Paxos [196], Cheap Paxos [187], Generalized Paxos [195], and Disk Paxos [105]. We have

presented Paxos and the consensus problem in detail in the background chapter (§2.1-§2.2),

but include them here again for completeness.

Viewstamped Replication (VR) [268] is a protocol that operates similarly to Paxos in the

normal case but adds membership management capability, which later becomes a standard

technique in consensus. VR introduces the notion of views, and allows nodes to reconfigure

the members of the cluster via view changes to mitigate failures. Chain Replication [295]

explores a novel cluster topology where nodes are organized as a one-directional chain,

greatly simplifying membership management and increasing throughput utilization, at

the cost of per-request latency. It inspired later throughput-optimized protocol designs.

Raft [269, 271] is a relatively recent protocol that resembles the same underlying mechanisms

as MultiPaxos but introduces two differences: strong leadership and implicit batching on the

log. Raft literature gives an exceptionally clear presentation of the protocol and has since

gained popularity in modern replication systems. Prior work has proven the inherent duality

between MultiPaxos and Raft, and that optimizations are portable between the two [347].

Crossword and Bodega use these classic consensus protocols as building blocks, and

infuse them with optimistic connectivity techniques to address the unique challenges

imposed by the modern cloud.

8.1.2 Erasure-Coded Consensus

Erasure coding is a family of parity-based algorithms that can reconstruct missing or cor-

rupted shards of data, with minimal and tunable information redundancy that is fractional

to the original data size [279, 375]. Reed-Solomon code (RS code) [291], described in detail in

§3.1.3, is a standard type of erasure code based on Galois fields algebra. Recent storage sys-

tems often implement a variant of RS code called locally recoverable code (LRC) [152, 168, 275],

which uses smaller parity scopes across the stripe to reduce reconstruction I/O at the cost of

recoverability. Erasure coding does not offer ordering and consistency, but previous works

have demonstrated integration with consensus protocols.

RSPaxos [258] is the earliest work to integrate erasure coding with consensus, assigning

a single shard per server to reduce storage and network overhead, though at the cost of



148

reduced availability. CRSRaft [293] and adRaft [294] provide Raft versions of this design,

followed by CRaft [348], a more recent protocol that reverts to full-copy replication after

failures, still offering limited fault tolerance. We described RSPaxos and CRaft in greater

detail in §3.1.3. ECRaft [361] and HRaft [165] gradually restore shards onto healthy nodes

during the fallback process, and FlexRaft [377] tweaks the RS coding scheme according to

the number of healthy nodes. However, these approaches fall short in addressing degraded

availability, inflexible shard allocation under normal operation, and non-graceful leader

failover. Crossword is inspired by these protocols and addresses these challenges.

As orthogonal contributions, Pando [338] is a higher-level protocol optimized for wide-

area networks, focusing on the latency-versus-storage-cost tradeoff rather than on dynamic

adaptability at runtime. It presumes a frontend-backend topology, relies on pre-deployment

planning for quorum configurations, and lacks support for reconfiguration. Racos [372]

applies erasure coding to Rabia [273], a randomized coin-flipping consensus protocol, aiming

to alleviate leader overload.

8.1.3 Bandwidth-Aware Consensus Designs

A common practice of deploying consensus in scalable storage systems is to partition the

address space of keys into separate groups, each composed of virtual replicas scattered

around the actual cluster. Gaios [45] proposes this idea via Paxos groups. Later systems

include Paxos-based Spanner [75], Derecho [164], and fRSM [227], as well as Raft-based

cloud services such as CockroachDB [339], TiDB [148, 153], and Consul [134]. Crossword

is applicable to each consensus group independently, as discussed in §3.5.2.

Multiple protocols inspired by Chain Replication use the pipeline structure design to opti-

mize for throughput. Examples include CRAQ [324], RingPaxos [245], ChainPaxos [101], and

PigPaxos [68]. This type of design amplifies latency and is prone to unbalanced performance

and stragglers along the chain, which Crossword strives to avoid.

Several works, namely PigPaxos [68], S-Paxos [44], SDPaxos [379], and Autobahn [115],

incorporate data dissemination or relaying techniques that decouple payload transfer from

the ordering messages, making it asynchronous or multi-hop on a ring topology. A similar

design philosophy, named master replication, decouples the strongly-consistent metadata

layer from a weakly-consistent data storage layer, and can be found in distributed storage

systems (not necessarily replication systems) such as Niobe [239], Gnothi [346], Google’s
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GFS [111], and Amazon’s S3 [21]. These techniques increase system complexity and do not

relieve the total amount of workload on the critical path; however, Crossword’s gossiping

path can make use of them to improve scalability when under constant high load.

8.1.4 Leaderless or Multi-Leader Consensus

Leaderless or multi-leader consensus protocols decentralize leadership duties across nodes

to allow fast-path quorums to be closer to clients, enhancing scalability and reducing latency

in wide-area deployments. Mencius [244] is the first multi-leader protocol that assigns the

leader role in Round-Robin order across nodes based on slot index, improving load balance.

EPaxos [253] is a pioneering leaderless protocol that allows any node to act as the command

leader for nearby clients. Ordering is first attempted on a fast-path supermajority quorum,

and a second phase is required if conflicts arise; inter-command dependencies are defined as

in Generalized Paxos [195]. A recent proposal utilizes hardware timestamps to help reduce

conflict probability [333]. SwiftPaxos [302] improves the slow path of EPaxos from 2 RTTs

to 1.5 RTTs by re-introducing a leader. PQR [67, 124] is a variant of leaderless consensus

that applies leaderless operations to reads only, where clients read from the nearest majority

until all replies contain the same latest committed value. Atlas [95] trades off availability

for smaller fast-path quorum sizes for geo-scale deployments with a larger number of nodes

(e.g., >10 across the globe).

As discussed in §4.1.2.2, the leaderless approach is a novel and effective technique for

write-heavy workloads in geo-scale replication, but is sensitive to command interference

and hinders local read optimizations. Bodega therefore adopts a leader-based approach,

but takes inspiration from it in the design of roaster leases.

8.1.5 Leases in Consensus Systems

Distributed leases [120] are a well-established distributed system technique that allows a

grantor node to make a limited-time promise to a grantee node, ensuring that the grantee

never holds the promise longer than the grantor. We have explained the assumptions and

inner workings of leases in §4.1.1.

One way of leveraging leases is to deploy them as client-facing APIs and let user applica-

tions handle promises directly. Examples of such usage include distributed lock services such
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as Chubby [54], objects tagged with time-to-live (TTL) expiry information as in etcd [96],

and file locking in NFSv4 [136].

Leases have also been applied to consensus protocols to enable read optimizations.

Leader leases [63] were first introduced in early implementations of MultiPaxos to establish

stable leadership, such that no two nodes consider themselves leader at the same time,

permitting local reads at the leader. Megastore [28] uses an external coordinator to maintain

read leases to all replicas, but experiences long periods of lease downtime across writes.

Quorum Leases [254, 255] extend leases to configurable subsets of replicas and remove the

external coordinator, but the temporal interruption of lease coverage bywrites persists (recall

§4.1.2.3). Bodega overcomes these drawbacks via deploying roster leases as a generalization

of leader leases off the critical path.

8.1.6 Other General Consensus Topics

We list other works that are more distantly related to this dissertation.

Atypical QuorumAssembly. Dynamic quorums [140] and weighted voting [112] are early

proposals in transactional database systems exploring atypical quorum assemblies other than

simple majorities. Dynamic quorums use pre-assigned sets of candidate quorums (which

hardcode availability to specific nodes), while weighted voting uses numerical weights that

are more flexible than node counts. We discuss in §9.2.1 how the latter could be combined

with erasure-coded Crossword to achieve highly-available consensus. Flexible Paxos [147]

demonstrates a way to decouple the quorums of the two phases of Paxos when deployed to

a larger array of nodes. Pando [338] and others [328] exploit asymmetric read/write quorum

sizes, configured statically via a pre-deployment planner.

Membership Management. Vertical Paxos [202, 223] describes a system architecture

where a separate, external consensus cluster acts as a configuration oracle that dictates

membership changes on a group of replicas, allowing the main cluster to run a simpler

primary-backup protocol. Hermes [171] is a recent example that delegates reconfiguration to

an external service and runs leaderless primary-backup broadcast underneath. uKharon [125]

is a concrete implementation of an RDMA-enabled low-latency membership service.

Shared Logs and Lazy Ordering. Shared logs are a widely used abstraction in cloud

systems [29–32, 53, 87, 230], typically implemented using primary-backup-style protocols.
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CAD [107], Skyros [108], and LazyLog [234] exploit the nil-externality property of the

command interface and adopt a lazy ordering technique for writes and log appends, masking

a significant portion of write latency, but may degrade read performance when reads are

frequent or follow writes closely. Commutativity is another API property that can be

harnessed in the co-design with replication [195, 277].

Hardware-Assisted Acceleration. With recent advancements in hardware, newer con-

sensus protocols start to exploit specialized hardware semantics to accelerate replication

operations, although many of these semantics are not yet available in the general cloud.

These include RDMA visa SmartNICs [5, 344, 350], in-network ordering via programmable

switches [71, 80, 81, 217, 285, 323, 374], strictly synchronized clocks [43, 64, 75, 89, 110, 222],

disaggregated memory [151, 259], and client-side validation capability [17, 323, 366].

Randomized Coin-Flip Consensus. Ben-Or’s algorithm [36, 257], Rabin’s algorithm [257,

288, 334], and recent protocols such as Rabia [273] are randomized consensus protocols that

rely on the statistical properties of common coins to achieve agreement in a probabilistic

threshold of rounds. They are essential contributions to Byzantine fault-tolerance and

blockchain systems, but are not as practical as classic consensus otherwise. We recognize

the connection between randomized consensus and Bodega’s roster leases activation, and

discuss in §9.2.2 how roster leases can be extended to establish general agreements.

Scalability and Fail-Slow Tolerance. Several works specifically target SMR scalability

concerning the number of replicas [298, 317] or partitions [42, 144], and propose design

principles such as compartmentalization [353]. In large-scale partitioned deployments, it

is easier to run into fail-slow leaders; Copilots [264] is a fail-slow-tolerant protocol that

maintains a copilot leader who is ready to take over when the main leader is lagging.

Programmability Improvements. A unique sub-direction of consensus research is to

develop tools and libraries that improve programmability for developers. DepFast [235] is

a programming framework for developing quorum systems that hides the complexity of

quorum operations. Derecho [164] is a general library that implements an efficient SMR

solution for cloud applications. Electrode [382] utilizes new Linux kernel eBPF extensions

to help offload common networking tasks in distributed protocols to the kernel. Crane [77]

enables transparent SMR at the socket API level for general server programs.
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8.1.7 Byzantine Fault Tolerance (BFT)

Byzantine fault tolerance (BFT) is a fundamental failure model where nodes may behave

maliciously, send conflicting information, or actively disrupt the protocol. Although not the

main focus of this dissertation, BFT has been studied extensively in distributed systems the-

ory [59, 60, 100, 203, 288]. Due to its inherent difficulty, however, practical implementations

did not flourish until recent blockchain-based cryptocurrency systems gained popularity.

Traditional BFT protocols are direct extensions of classic consensus that use carefully

designed quorums and message rounds to tolerate up to f Byzantine failures with 3f+ 1

nodes. Examples include Byzantine Paxos [197], PBFT [39, 59, 60], HotStuff [367], and

Basil [320]. Byzantine ordered consensus [378] proposes a new correctness specification

primitive that removes the leader’s despotism on SMR ordering decisions.

Modern blockchain systems, such as Bitcoin [260], Ethereum [55], Diem [86], and

Avalanche [299], approach BFT from a different angle, using randomization and probabilistic

algorithms to achieve ordering and agreement with statistical guarantees. Recent prototypes

and optimizations include Bidl [286], RainBlock [284], and Autobahn [115].

8.1.8 Weaker Consistency Levels

Consistency levels weaker than linearizability are useful for systems where fuzzy ordering

can be tolerated. Despite not being the major focus of this dissertation, we recognize their

significance in practical systems and have developed a consistency model in Chapter 6

that unifies all the common weaker consistency levels. We list recent replication protocols

developed for those levels.

Primary-backup protocols such as ZooKeeperZAB [155] are sequentially-consistent [190]

protocols where stale reads can be served by any replica. Gryff [53] is a modern shared

register [19, 137] protocol that extends vanilla registers with compare-and-swap (CAS)

capability via logical base timestamps. COPS [229] defines the notion of causal+ consistency.

ChainReaction [12] is a chain-structured causally-consistent [27] data store. Occult [248]

improves the scalability of causal replication by using read-blocking (versus write-blocking)

to alleviate cascading slowdowns upon writes. PNUTS [73] defines the notion of per-key

sequential consistency. Examples of eventually-consistent [343] replication systems include

Bayou [282], Grapevine [306], and StaleStores [312].
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TACT [368] and consistency-based SLAs [326] allow multiple consistency levels to be

picked and dynamically tuned according to performance requirements. Noctua [238] is

an automated analysis framework for mixtures of relaxed consistency semantics in web

applications. MongoDB [381] employs a unique pull-based consensus design to support its

speculative execution feature.

8.2 Optimistic System Design Techniques

Beyond optimistic connectivity for consensus protocols, optimistic design techniques are

a recurring theme in distributed systems and algorithms. Instead of paying the upfront

cost to make room for the rare worst-case scenarios, an optimistic design attempts more

aggressive but performant operations first, expecting that these operations would succeed.

In the unfortunate case, a detection or validation mechanism catches inconsistencies and

invokes safer but slower fallbacks without causing any harm.

Unlike optimistic connectivity, existing optimistic system designs are centered around

conflicts, as we have explained in §1.3. They expect infrequent occurrences of conflicts

that would break correctness guarantees; these conflicts include concurrent transaction

executions that break isolation guarantees (§8.2.1), concurrent object updates that require

resolution (§8.2.2), and speculatively executed code that are wrong predictions (§8.2.3). We

review related work on these topics.

8.2.1 Optimistic Concurrency Control (OCC)

The most pronounced application of optimistic techniques is optimistic concurrency control

(OCC) for serializable transaction processing in database systems [138, 181]. As an alternative

to pessimistic mechanisms based on locking, OCC protocols let concurrent transactions

proceedwithout blocking, recording writes locally andmemorizing read versions. At commit

time, read versions are validated against their current committed versions. If all versions

are up-to-date, the transaction is allowed to commit and its writes are published atomically;

otherwise, the transaction is aborted and should be scheduled for retry.

The original presentation of OCC by Kung and Robinson [181] defines the three phases of

a transaction (read, validation, write) and proposes a parallel validation algorithm. Silo [336]

uses an epoch-based OCC protocol for fast in-memory databases. Larson et al. [205] pro-
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posed an optimistic variant of multi-version concurrency control (MVCC). TicToc [370]

brings optimism to timestamp ordering (T/O) mechanisms and eliminates the bottleneck of

global timestamp allocation. Polaris [365] enables priority in OCC, protecting high-priority

transactions from being aborted by lower-priority ones. MOCC [345] scales OCC to many-

core machines. AOCC [128] chooses adaptively between different validation schemes (local

read-set vs. global write-set) according to the workload. Optimistic lock coupling [212, 311]

infuses concurrent index accesses with validation-based methods.

Jasmin [185], Megastore [28], and MaaT [242] adopt distributed OCC protocols for

distributed transactions in multi-node databases. Harding et al. [133] studied and evaluated

OCC with other types of concurrency control algorithms in a distributed setting. Common

limitations of OCC methods include wasteful validation for read-heavy workloads under

low contention and high abort rates under skewness.

8.2.2 Optimistic Conflict Resolution Mechanisms

In large-scale object storage systems that provide causal consistency or eventual consistency,

optimistic conflict resolution mechanisms are common. These systems, such as Amazon

DynamoDB [93], Apache Cassandra [186], and CouchDB [15], allow concurrent client

operations on the same objects to proceed with little to no global synchronization, and

reconcile conflicts explicitly when divergent operations are detected. A representative

example of such a mechanism was given in Dynamo literature [84], where the system

allows conflicting versions of a shopping cart to resolve using a “merge” operation – a

natural semantic for shopping carts; other acceptable resolution strategies may include

last-write-wins or random.

Conflict-free replicated data types (CRDTs) [214, 310] are a well-studied category of data

structure primitives that offer the aforementioned conflict resolution capability without

requiring explicit resolution strategies. Vector clocks [99, 247], a technique often employed

by causally-consistent transactional systems, also fall into this category as they use an array

of logical timestamps to compare and reconcile states between nodes.

8.2.3 Speculative Execution

Another design technique that incorporates optimism is speculative execution, often found

in modern CPU microarchitectures [315, 337]. To avoid wasting CPU pipeline cycles idling
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on memory stalls or branches, modern CPUs speculatively stream the next instructions

on a predicted path, greatly improving CPU utilization. Upon wrong predictions, all the

side effects potentially caused by the incorrect instructions must be rolled back, keeping

100% transparency to applications. Although essential to performance, implementing bullet-

proof speculative execution with minimal microarchitectural side effects is hard, leading to

multiple security vulnerabilities [175, 225].

The idea of speculative execution has been applied to other fields, including database

query execution [303], big data analytics [359], cloud microservices [219], caching [69, 280,

362], and file systems [66, 97, 265, 266].

8.3 Cloud Studies and System Implementations

Prior works have presented empirical studies, surveys, and experience reports on serving

cloud workloads (§8.3.1) and implementing resilient systems (§8.3.2).

8.3.1 Cloud Workload Studies and Architecture Surveys

The “4D” characteristics of the cloud, namely distance, density, diversity, and dynamism,

have been acknowledged by multiple studies on cloud workloads and hardware. Reiss

et al. [292] analyzed Google cloud traces, emphasizing the heterogeneity and dynamicity

from a compute/memory perspective. Later studies on Alibaba cloud traces [127, 228] and

Microsoft Azure workloads [276] reveal similar and increasingly intensifying challenges for

storage and networking.

CloudScape [304] is a recent study that surveys storage services across the modern

AWS cloud, showcasing the significance of strongly-consistent replicated storage and the

heterogeneity inside the infrastructure. Prior architectural studies have been conducted on

the microservice architectures of Meta [157], Alibaba [233], and Google [308]. The trend of

geographical expansion of modern cloud platforms is also apparent, as can be inferred from

their public infrastructure maps [23, 25, 72].

8.3.2 Representative System Implementations

Consensus, and replication in general, have been powering real-world fault-tolerant cloud

systems for decades. Numerous examples of system implementations exist, and it is impos-
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sible to list them comprehensively; we enumerate representative examples in this section.

Linearizable replication is crucial for systems that manage critical metadata and provide

essential coordination, for example: etcd [96] – a reliable transactional key-value store

(originally developed for Kubernetes metadata [296]), Chubby [54] – a distributed lock

manager, Tigerbeetle [330] – a financial database, FoundationDB [380] – a distributed

ACID database, and Kafka/Kraft [177, 179], RabbitMQ [287], and Redpanda [290] – message

queueing and brokerage systems.

Many cloud storage systems and HTAP databases are linearizable by default in their

core operations, for example: Google Spanner [75], Amazon S3 [21, 33], CockroachDB [339],

TiDB [153], and ScyllaDB [307]. Notable examples of systems operating at weaker consis-

tency levels in today’s cloud ecosystem include ZooKeeper [155] – a sequentially-consistent

coordination service, database systems such as Amazon Dynamo [84, 93], Aurora [341],

Apache Cassandra [186], and MongoDB [381], and file systems such as GFS/Colossus [111,

142], HDFS [314], and Ceph [351].

8.4 Testing and Formal Verification

A significant field of distributed systems research is dedicated to developing empirical and

formal methods to ensure the correctness of protocols and systems. Substantial advancement

has been made in this field in recent years; we discuss notable works in three directions:

empirical testing (§8.4.1), formal modeling (§8.4.2), and formal proofs (§8.4.3).

8.4.1 Empirical Testing

Jepsen [161] is a renowned distributed system analysis group that offers in-depth testing,

analysis, and consulting for distributed system projects, using the open-source framework

of the same name [162]. Jepsen incorporates two consistency checker implementations,

Elle [172] for transactional isolation checking and Knossos [163] for object-based lineariz-

ability checking. Relatedly, Porcupine [18] is a general linearizability checker for Golang

services based on prior formal algorithms [146, 231, 357].

A crucial feature of Jepsen is automated fault injection during tests. Fault injection is

a universal technique in distributed system testing. Notable approaches include lineage-

driven injection [13], chaos engineering by Netflix [34], and deterministic simulation by
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FoundationDB [380], TigerBeetle [330], Amazon EBS [50], and others. Fault injection has

also been applied extensively to the crash consistency of file and storage systems [251, 289].

Zooming in on a single node of a distributed system, concurrent multi-tasking programs

are predominant. A promising approach to surface concurrency bugs is controlled concur-

rency testing [52, 371], where a schedule explorer cooperates with the task scheduler of the

language runtime to deliberately expose uncommon task schedules, avoiding the pitfall of

repeating the good cases during fuzz tests. Tools have been developed for popular system

programming languages with user-level schedulers: Shuttle [183] and Turmoil [332] for

Rust/tokio, synctest [263] for Golang, and Fray [182] for Java.

8.4.2 Formal Modeling and Specification

Formal modeling languages enable expressing distributed algorithms and system designs in

well-defined, machine-checkable specifications. This is helpful both in the early design phase

to eliminate hidden flaws, as well as in the implementation phase to improve maintainability.

TLA
+
[194] is the de-facto standard of formal specifications in distributed systems and is

widely adopted across the industry; we have discussed TLA
+
, PlusCal, and temporal logic in

extensive detail in §7.2. The P language by Amazon [85] is a modern, programmer-friendly

alternative to TLA
+
that emphasizes transparent implementation. PGo [130] is a Golang

toolchain for compiling special modular PlusCal models into runnable code. Earlier tools

include CDAP [109] based on process calculus and UPPAAL [37] based on timed automata.

8.4.3 Formal Verification via Proofs

Formal proof assistants and verifiable languages, which have seen significant advancement

over the recent years, apply formalization from a different angle by helping developers write

machine-checkable proofs. They build upon programming language theory fundamentals

such as Hoare logic [145] and Separation logic [297], and use satisfiability modulo theories

(SMT) solvers (such as Z3 [83]) to guide developers to construct verifiably-sound proofs of

program properties.

Coq/Rocq [327] is a classic proof language and interactive assistant toolchain that has

been used prevalently in formal methods research. Isabelle/HOL [267] is a similar proof

assistant using a different underlying logic. Lean [82] is a theorem prover specializing

in general mathematics. Verdi [356] is a Coq-based framework for expressing distributed
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systems via refinement, and IronFleet [135] blends TLA
+
specification with proof-based

verification for distributed system implementations specifically via three layers of refine-

ment. I4 [237] and DistAI [364] automatically generate inductive invariants for distributed

protocols, and Sift [236] combines refinement with invariant automation.

Dafny [211, 216] is a verification-infused programming language where executable

programs can be verified with respect to specifications. Similarly, F
⋆
[322] is a proof-aware

language with a subset (Low
⋆
) compilable to C, and Verus [206] is a modern verification-

aware language based on Rust for low-level systems code.

Various system prototypes have been formally verified using the aforementioned tools.

Examples include seL4 [174] – an OS microkernel, DaisyNFS [62] – a network file system,

Anvil [319] – a Kubernetes cluster controller template, VeriSmo [383] – a VM security

module, Asterinas [281] – a Linux ABI-compatible Rust OS kernel with novel framekernel

architecture, and others [173].
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Chapter 9

Conclusion and Future Work

In this closing chapter, we summarize each part of the dissertation (§9.1), discuss potential

future work directions (§9.2), comment on general experiences and lessons learned from

this research journey (§9.3), and finally conclude (§9.4).

9.1 Summary

This dissertation comprises six interwoven parts that together advance the state of the

art in consensus and replication for the cloud. We summarize each of the pieces below in

§9.1.1-§9.1.6, respectively.

9.1.1 The Principle of Optimistic Connectivity

We propose the design principle of optimistic connectivity, a guideline for constructing

linearizable consensus protocols that are resilient to dynamism while never compromising

consistency and availability. As cloud replication workloads and hardware environments

become increasingly diverse, dispersed, dense, and dynamic (which we summarized as the

“4D” challenges), classic consensus protocols in cloud services exhibit inferior performance

due to their rigid, pessimistic constraint on fault tolerance. Specifically, every replication

instance must leave room for a sufficient number of failures in all cases. Opportunities exist

in bringing optimism into consensus protocols for better common-case performance.

Unlike previous optimistic design techniques that validate speculative results to avoid

correctness-breaking conflicts, optimistic connectivity harvests a different and more gen-
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erally applicable source of optimism, rooted in progress and availability. The intuition is

that failures are inevitable, but still infrequent; aggressive operations that perform well but

require connectivity to more nodes would normally succeed.

Following the principle of optimistic connectivity, a protocol should contain multiple

configurations, where some require connecting more nodes in return for better performance

(by, e.g., transferring less data or spreading information to a wider area), and others require

conservative quorums to assure progress. All configurations obey the same linearizability

guarantee, and transitions between configurations are allowed at runtime. If the protocol

accommodates such a group of configurations, then the performance-wise optimal configu-

rations can be chosen to adapt to real-time situations. When fault-induced timeouts happen

(analogous to validation errors in existing optimistic techniques), the protocol falls back to

conservative configurations until the faults are resolved, preserving availability at all times.

9.1.2 Crossword: Optimistic Quorum-Shards Adaptivity

We present Crossword, a flexible consensus protocol that applies optimistic connectivity

to tackle dynamic data-heavy workloads, a rising challenge in cloud replication systems

where payload sizes span a wide spectrum and introduce sporadic bandwidth stress.

Crossword incorporates the erasure coding technique to each consensus instance and

distributes coded shards intelligently to significantly reduce critical-path data transfer when

it is beneficial to do so. Unlike previous approaches that always statically assign shards to

servers, Crossword enables an adaptive tradeoff between the number of shards assigned

per follower and the quorum size in reaction to dynamic workloads and network conditions,

while always retaining the availability guarantee of classic protocols. Crossword handles

leader failover gracefully by employing a lazy follower gossiping mechanism that incurs

minimal impact on critical-path performance.

We evaluate Crossword comprehensively to show that it matches the best performance

among previous approaches (MultiPaxos, Raft, RSPaxos, and CRaft) in static scenarios,

and outperforms them by up to 2.3x under dynamic workloads and network conditions.

Crossword is able to select the best shard assignment policy adaptively at runtime. Our

integration of Crossword with the Raft module of CockroachDB brings 1.32x higher

aggregate throughput to TPC-C under 5-way replication. Erasure code computation incurs

negligible overhead using reasonable schemes at the scale of a consensus cluster.
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9.1.3 Bodega: Optimistic Composition of Readers Roster

We presentBodega, the first consensus protocol that can serve linearizable reads locally from

any desired replica, regardless of the presence of interfering writes. Optimistic connectivity

is applied in the selection of local reader replicas, granting the protocol superior performance

in wide-area replication for reads without sacrificing the availability of writes.

Bodega introduces a novel roster leases mechanism that safeguards the roster, a new

notion of cluster metadata. The roster is a generalization of leadership; it tracks arbitrary

subsets of replicas as responder nodes for local reads. A consistent agreement on the roster

is established through roster leases, an all-to-all leasing mechanism that generalizes existing

all-to-one leasing approaches (Leader Leases, Quorum Leases), unlocking a new point in the

protocol design space. Bodega employs further optimizations, including optimistic holding,

early accept notifications, smart roster coverage, and lightweight heartbeats, to minimize

interruption from interfering writes and maximize practicality. Bodega is a non-intrusive

extension to classic consensus; it imposes no special requirements on writes other than a

responder-covering quorum.

We evaluate Bodega with a wide variety of previous protocols (Leader Leases, EPaxos,

PQR, and Quorum Leases) and two production coordination services (etcd and ZooKeeper).

Bodega speeds up average client read requests by 5.6x∼13.1x on real WAN clusters under

even moderate write interference. Bodega delivers comparable write performance with

previous approaches, supports fast proactive roster changes, retains fault tolerance via roster

leases, and closely matches the performance of sequentially-consistent etcd and ZooKeeper

deployments across all YCSB workloads.

9.1.4 Summerset Distributed KV-Store Implementation

We implement Summerset, a distributed, replicated, protocol-generic key-value store as

a well-founded testbed for implementing consensus protocols and evaluating them fairly.

Summerset is written in Rust and built using tokio, the modern asynchronous programming

framework of Rust, embracing its memory safety, concurrency safety, and high performance.

At the time of writing, the code infrastructure contains 14.6k lines of Rust, plus 11 replication

protocol modules with various levels of complexity.

Summerset adopts a modularized architecture and is generic to protocols. Common

replication system functionalities, such as durable storage, network communication, and
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state machine command execution, are implemented as separate components connected

through async channels. Each component manages its own multitasking capabilities, and

the channels coordinate performance bottlenecks. Each protocol is implemented as a

single protocol module that encodes the protocol logic as a straightforward event loop.

Summerset is used as the evaluation platform for all the microbenchmarks conducted on

both Crossword and Bodega.

9.1.5 Unifying the Consistency Levels Spectrum

During our study on the connection between linearizability and weaker consistency levels,

we discovered that there were no existing models that unify the definitions of consistency

levels from a replication system perspective. To address this ambiguity and to benefit future

replication system research, we develop the Shared Object Pool (SOP) model, a simple yet

expressive model that harmonizes the definition of common non-transactional consistency

levels: linearizability, sequential consistency, causal+ consistency, eventual consistency, and

other subtle levels in between.

The SOP model categorizes consistency levels based on the constraints they impose on

the logical ordering of read, write, and read-modify-write operations observable to clients.

There are two types of constraints working in conjunction: convergence and relationship.

The convergence constraint dictates the shape of the ordering, which can be serial (SO),

convergent partial (CPO), or non-convergent partial (NPO). The relationship constraint

dictates the placement of operations with respect to each other in the ordering, which

includes real-time (RT), causal (CASL), first-in-first-out (FIFO), or none.

With our model, linearizability of a replicated service can be defined as always delivering

a serial and real-time ordering of operations (SO + RT). Other levels weaken one or both

aspects of the constraints, and their connections with linearizability are thus made clear.

9.1.6 Rigorous Testing and Formal Specification

Besides protocol design and system implementation, testing and formalization play equally

important roles in distributed systems research. To this end, we develop a unified consistency

checker with integration to the Jepsen toolchain, improve existing TLA
+
specifications of

MultiPaxos, and create new formal specifications for Crossword and Bodega.
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We implement a consistency checker that applies the SOP model to extend existing

checkers beyond linearizability to three weaker levels. The checker is integrated with Jepsen,

the distributed system testing and analysis framework, and tested with various deployment

modes of three real systems: etcd, ZooKeeper, and RabbitMQ.

With TLA
+
, the temporal logic specification language, we create an advanced formal

specification for MultiPaxos that has an explicit termination condition and closely resembles

its implementation in actual state machine replication systems with modern features (such

as asymmetric quorums and leases). On top, we build specifications for Crossword and

Bodega. All specifications are model-checked with sufficient inputs and report no errors.

9.2 Future Work

We recognize that Crossword (Chap. 3), Bodega (Chap. 4), Summerset (Chap. 5), and the

formalization methods we applied during the design and implementation process (Chap. 6-7)

all have potential for further extensions. We discuss their future work directions extending

beyond this dissertation in §9.2.1-§9.2.4, respectively.

9.2.1 Asymmetric Erasure Coded Consensus

Crossword’s integration of erasure coding with consensus opens up the opportunity to

explore asymmetric shard assignment policies, where different nodes receive and persist a

different number of shards. In Chapter 3, we focused our discussion on Balanced Round-

Robin assignment policies in the codeword space, but recognized the possibility of static

unbalanced assignment policies with Figure 3.3(e) and 3.12. Crossword can be extended to

make full use of unbalanced assignments to optimize for asymmetry across replicas.

Two types of asymmetry exist in modern cloud replication systems, namely performance

asymmetry and reliability asymmetry. The former captures performance differences between

nodes, such as in network latency, network bandwidth, storage capacity, and real-time vari-

ance. The latter captures different failure probabilities of nodes, invalidating the traditional

measurement of failures in terms of a number of nodes [102]. Such asymmetry may appear

in replication systems with different hardware types at different sites, with geo-distributed

replicas at different positions in the day-night cycle, or with heterogeneous datacenter

servers and lower-end edge nodes.
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Both asymmetry could be addressed by introducing asymmetry into the consensus

protocol, more specifically, by using a finer-grained codeword space (as in Figure 3.3(e)) and

assigning different numbers of shards to nodes according to their properties: nodes with

higher runtime performance capacity and lower failure rate should be assigned more shards

than others. To achieve this, a more sophisticated commit condition needs to be designed,

such that the probability of unavailability calculated from the acceptance pattern is on par

with symmetric consensus. Equally necessary are mechanisms for collecting the runtime

statistics of replicas for decision making.

9.2.2 General-Purpose Roster Leases for Distributed Systems

Bodega proposes the all-to-all roster leases mechanism as a generalization to classic leader

leases in the context of consensus reads. We recognize that the roster leases’ ability to

establish a fault-tolerant, out-of-band agreement of cluster metadata across nodes applies

much more generally to all distributed systems. As long as the assumptions of bounded

clock drift and mutual connectivity hold between every pair of nodes (which is typical in

today’s systems), any cluster could make use of roster leases but replace the “roster” with

any piece of cluster metadata that changes infrequently.

A representative example of such metadata is cluster membership information. In the

simple case, assume a fixed-size cluster with changing members. Nodes actively maintain

leases with all peers according to their knowledge of membership, and any node that

holds at least a majority of matching leases can affirm stable membership. This enables

autonomous membership management in general distributed systems without relying on

external coordination. In a harder case, cluster size may change over time, invalidating the

lease count threshold when the cluster size increases. A lightweight coordination service is

required to notify all members before bringing in new nodes.

Other forms of cluster metadata that may benefit from lease protection include quo-

rum sizes, object-location mappings, partitioning information, security tokens (assuming

confidential communication channels), and application-specific configuration parameters.

9.2.3 Smart Policy Making at Runtime

Adhering to the design principle of optimistic connectivity, both Crossword and Bodega

protocols involve policy making: choosing the assignment policy for each instance, and
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deciding on the assignment of responders for each key range, respectively. In our current

implementation on Summerset, intuitive heuristics are used in both cases; recall §3.3.1 and

§4.4.1. There are opportunities to make smarter runtime policy decisions.

With the recent advancements in machine learning, system researchers have explored

learning-based methods for policy making in low-level system tasks, including but not

limited to indexing [79, 178], caching [300, 363], parameter tuning [103, 170, 262], compres-

sion [158], and garbage collection [160]. Similar techniques can be applied in Summerset

after adding better support for continuous collection of runtime statistics. Since all policies

preserve correctness and fault tolerance, simpler heuristics can be used as a fallback while

inference is running in the background, introducing minimal negative performance impact.

Reinforcement learning [321] techniques can be applied to encourage exploration of diverse

policies for a better coverage of runtime statistics.

9.2.4 Abstractions for Formal Methods and Observability

Another valuable direction for future research involves finding the proper component

abstractions within replication protocols and systems. This is better explained from two

concrete perspectives. First, formal verification tools could be applied to actual replication

system code to derive a provably correct implementation, but previous works have shown

that this is difficult for a monolithic codebase with complex internal dependencies [62, 135,

236]. To overcome this challenge, we should investigate the correct ways to decompose

replication system code into refinement-friendly components. An effective step towards this

goal is to draw insights from recent work [281] and verify Summerset’s channel-oriented

modularization architecture with, e.g., Verus [206], and learn from the experience.

Second, observability into the inner workings of distributed systems has always been a

hard challenge, mainly due to the lack of knowledge about which elements are the most

important to expose. With the help of component abstractions, critical links are easier to

identify because they correspond to the connections between components. A possible future

work then is to build an observability framework for Summerset that displays the inter-

component channels to identify performance bottlenecks and to visualize the consensus

algorithms for educational purposes. This would also help evaluate the effectiveness of

Summerset’s current modularization approach and sparkle improvements.
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Design Implementation
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Figure 9.1: When we apply formalization methods in a design iteration. See §9.3.

9.3 Lessons Learned

Throughout our research journey on cloud consensus protocols and systems, we have

gathered high-level lessons and experiences that may be generally applicable to the field of

distributed systems. We share these lessons here.

Formal Methods Help You Learn and Design. While formal methods are more promi-

nently associated with verification than with modeling, we found formal specification tools

to be extremely useful for learning and comprehending complex protocols, as well as solidi-

fying prototype designs. Building TLA
+
specifications of classic protocols gave us a better

understanding of their assumptions, invariants, and effects. Modeling Crossword helped

us derive the correct Prepare phase actions, and modeling Bodega fixed a subtle bug in

our original design of the safety threshold (where we used last committed indices instead of

last accepted indices).

Formal methods can be the “tester” for the design. There is no doubt that formalization

tools should be applied not only after implementation, but from the beginning of the design

phase when possible (as shown in Figure 9.1), to strengthen developers’ knowledge about

the problem statement and to solidify the foundation of the design.

Useful Definitions Are Practical Definitions. Distributed system protocols and algo-

rithms are usually presented using high-level abstractions, which make them interesting

and sound through a mathematical lens, but may not always be intuitively translatable to

practical assumptions. For example, reaching a single-decree consensus may be intuitive

but is not enough for practical replication of continuous requests; drawing the leasing

mechanism on a timeline may be explanatory but does not correspond to how timers should

be managed on each party.

We found that a general rule of thumb is to always try to push the definition of protocols

one level down, until the point where all the building-block abstractions have correspond-
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ing classes or helper functions in your actual program. This heuristic guided us through

the development of the practical MultiPaxos TLA
+
specification, and helped us present

Crossword and Bodega in pragmatic ways. It also helped us decide on the appropriate

components that the Summerset infrastructure should provide to protocols. Overall, we

believe this rule is helpful to other areas of distributed systems research.

Find Inspirations From Other Topics. It is widely agreed that techniques from topics not

conventionally related to a problem may spark innovative solutions. Replication systems

are no exception. We were able to infuse Crossword with erasure coding, design Bodega

with leasing mechanisms, and implement Summerset using cutting-edge user-level concur-

rent programming techniques; all are not traditional techniques related to consensus and

replication. We believe that looking further beyond conventional system boundaries will

lead to more powerful innovations.

9.4 Closing Remarks

In this dissertation, we have demonstrated the principle of optimistic connectivity, a design

guideline for cloud consensus protocols. We presented two linearizable consensus protocols,

Crossword and Bodega, that follow this guideline to address the intensifying challenges of

scale and dynamism imposed by the modern cloud environment. We developed Summerset

as a solid testbed for protocol implementation and evaluation, proposed the SOP model to

unify linearizability with weaker consistency levels, and discussed essential techniques of

testing and formalization to enforce correctness and availability.

As cloud workloads and architectures continue to evolve, the significance of strongly

consistent, highly available cloud services is bound for unremitting increase. This work

contributes to the landscape by opening a new perspective on consensus protocol design

and implementation. Together with breakthroughs in neighboring fields such as formal

verification and machine learning, we hope this dissertation serves as a stepping stone

towards optimal, versatile, robust, and formally verifiable fault-tolerant distributed systems.
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Appendix A

Appendix: TLA
+
Specifications

Wepresent the complete TLA
+
specifications of protocols discussed in §7.2. All specifications

are presented as standard PlusCal [198] algorithms that can be auto-translated into TLA
+
.

A.1 TLA
+
Specification of MultiPaxos in SMR Style

A.1.1 MultiPaxos SMR-Style Protocol Specification

module MultiPaxos

extends FiniteSets , Sequences , Integers , TLC

Model inputs & assumptions.

constant Replicas , symmetric set of server nodes

Writes , symmetric set of write commands (each w/ unique value)

Reads , symmetric set of read commands

MaxBallot , maximum ballot pickable for leader preemption

ReadQuorumSize , read quorum size to allow for asymmetry

CommitNoticeOn , if true, turn on CommitNotice messages

NodeFailuresOn , if true, turn on node failures injection

StableLeaderOn if true, turn on stable leader leases

ReplicasAssumption ∆
= ∧ IsFiniteSet(Replicas)
∧Cardinality(Replicas)⩾ 1

∧ “none” /∈ Replicas

Population ∆
= Cardinality(Replicas)

MajorityNum ∆
= (Population÷2)+1
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WritesAssumption ∆
= ∧ IsFiniteSet(Writes)

∧Cardinality(Writes)⩾ 1

∧ “nil” /∈Writes
a write command model value serves as both the

ID of the command and the value to be written

ReadsAssumption ∆
= ∧ IsFiniteSet(Reads)
∧Cardinality(Reads)⩾ 0

∧ “nil” /∈Writes

MaxBallotAssumption ∆
= ∧MaxBallot ∈ Nat
∧MaxBallot ⩾ 2

ReadQuorumSizeAssumption ∆
= ∧ReadQuorumSize ∈ Nat
∧ReadQuorumSize ⩾ 1

∧ReadQuorumSize ⩽ MajorityNum

WriteQuorumSize ∆
= (Population +1)−ReadQuorumSize

CommitNoticeOnAssumption ∆
= CommitNoticeOn ∈ boolean

NodeFailuresOnAssumption ∆
= NodeFailuresOn ∈ boolean

StableLeaderOnAssumption ∆
= StableLeaderOn ∈ boolean

assume ∧ReplicasAssumption
∧WritesAssumption
∧ReadsAssumption
∧MaxBallotAssumption
∧ReadQuorumSizeAssumption
∧CommitNoticeOnAssumption
∧NodeFailuresOnAssumption
∧StableLeaderOnAssumption

Useful constants & typedefs.

Commands ∆
= Writes ∪Reads

NumWrites ∆
= Cardinality(Writes)

NumReads ∆
= Cardinality(Reads)

NumCommands ∆
= Cardinality(Commands)

Range(seq) ∆
= {seq [i ] : i ∈ 1 . . Len(seq)}

Client observable events.
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ClientEvents ∆
= [type : {“Req”}, cmd : Commands]
∪ [type : {“Ack”}, cmd : Commands ,

val : {“nil”}∪Writes]

ReqEvent(c) ∆
= [type 7→ “Req”, cmd 7→ c]

AckEvent(c, v) ∆
= [type 7→ “Ack”, cmd 7→ c, val 7→ v ]

val is the old value for a write command

InitPending ∆
= (choose ws ∈ [1 . . Cardinality(Writes)→Writes]

: Range(ws) = Writes)
◦ (choose rs ∈ [1 . . Cardinality(Reads)→ Reads]

: Range(rs) = Reads)
W .L.O .G ., choose any sequence contatenating writes

commands and read commands as the sequence of reqs;

all other cases are either symmetric or less useful

than this one

Server-side constants & states.

Ballots ∆
= 1 . . MaxBallot

Slots ∆
= 1 . . NumWrites

Statuses ∆
= {“Preparing”, “Accepting”, “Committed”}

InstStates ∆
= [status : {“Empty”}∪Statuses ,

write : {“nil”}∪Writes ,
voted : [bal : {0}∪Ballots ,

write : {“nil”}∪Writes]]

NullInst ∆
= [status 7→ “Empty”,

write 7→ “nil”,
voted 7→ [bal 7→ 0, write 7→ “nil”]]

NodeStates ∆
= [leader : {“none”}∪Replicas ,

commitUpTo : {0}∪Slots ,
commitPrev : {0}∪Slots ,
balPrepared : {0}∪Ballots ,
balMaxKnown : {0}∪Ballots ,
insts : [Slots → InstStates],
reads : [Slots ∪ {NumWrites +1}→ subset Reads]]

NullNode ∆
= [leader 7→ “none”,

commitUpTo 7→ 0,

commitPrev 7→ 0,

balPrepared 7→ 0,
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balMaxKnown 7→ 0,

insts 7→ [s ∈ Slots 7→ NullInst ],
reads 7→ [s ∈ Slots ∪ {NumWrites +1} 7→ {}]]

commitPrev is the last slot which might have been

committed by an old leader; a newly prepared leader

can safely serve reads locally only after its log has

been committed up to this slot. The time before this

condition becomes satisfied may be considered the

“recovery” time

reads is the set of read commands “anchored” at

each instance, i .e ., reads that squeeze in between

an instance and its predecessor

FirstEmptySlot(insts) ∆
=

if ∀s ∈ Slots : insts[s].status ̸= “Empty”
then NumWrites +1

else choose s ∈ Slots :
∧ insts[s].status = “Empty”
∧∀ t ∈ 1 . . (s −1) : insts[t ].status ̸= “Empty”

Service-internal messages.

PrepareMsgs ∆
= [type : {“Prepare”}, src : Replicas ,

bal : Ballots]

PrepareMsg(r , b) ∆
= [type 7→ “Prepare”, src 7→ r ,

bal 7→ b]

InstsVotes ∆
= [Slots → [bal : {0}∪Ballots ,

write : {“nil”}∪Writes]]

VotesByNode(n) ∆
= [s ∈ Slots 7→ n .insts[s].voted ]

PrepareReplyMsgs ∆
= [type : {“PrepareReply”}, src : Replicas ,

bal : Ballots ,
votes : InstsVotes]

PrepareReplyMsg(r , b, iv) ∆
= [type 7→ “PrepareReply”, src 7→ r ,

bal 7→ b,
votes 7→ iv ]

PeakVotedWrite(prs , s) ∆
=

if ∀pr ∈ prs : pr .votes[s].bal = 0

then “nil”
else let ppr ∆

=

choose ppr ∈ prs :
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∀pr ∈ prs : pr .votes[s].bal ⩽ ppr .votes[s].bal
in ppr .votes[s].write

LastTouchedSlot(prs) ∆
=

if ∀s ∈ Slots : PeakVotedWrite(prs , s) = “nil”
then 0

else choose s ∈ Slots :
∧PeakVotedWrite(prs , s) ̸= “nil”
∧∀ t ∈ (s +1) . . NumWrites : PeakVotedWrite(prs , t) = “nil”

AcceptMsgs ∆
= [type : {“Accept”}, src : Replicas ,

bal : Ballots ,
slot : Slots ,
write : Writes]

AcceptMsg(r , b, s , c) ∆
= [type 7→ “Accept”, src 7→ r ,

bal 7→ b,
slot 7→ s ,
write 7→ c]

AcceptReplyMsgs ∆
= [type : {“AcceptReply”}, src : Replicas ,

bal : Ballots ,
slot : Slots]

AcceptReplyMsg(r , b, s) ∆
= [type 7→ “AcceptReply”, src 7→ r ,

bal 7→ b,
slot 7→ s]

no need to carry command ID in

AcceptReply because ballot and slot

uniquely identifies the write

DoReadMsgs ∆
= [type : {“DoRead”}, src : Replicas ,

bal : Ballots ,
slot : Slots ∪ {NumWrites +1},

read : Reads]

DoReadMsg(r , b, s , c) ∆
= [type 7→ “DoRead”, src 7→ r ,

bal 7→ b,
slot 7→ s ,
read 7→ c]

DoReadReplyMsgs ∆
= [type : {“DoReadReply”}, src : Replicas ,

bal : Ballots ,
slot : Slots ∪ {NumWrites +1},

read : Reads]
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DoReadReplyMsg(r , b, s , c) ∆
= [type 7→ “DoReadReply”, src 7→ r ,

bal 7→ b,
slot 7→ s ,
read 7→ c]

read here is just a command ID

CommitNoticeMsgs ∆
= [type : {“CommitNotice”}, upto : Slots]

CommitNoticeMsg(u) ∆
= [type 7→ “CommitNotice”, upto 7→ u]

Messages ∆
= PrepareMsgs
∪ PrepareReplyMsgs
∪ AcceptMsgs
∪ AcceptReplyMsgs
∪ DoReadMsgs
∪ DoReadReplyMsgs
∪ CommitNoticeMsgs

LeaseGrants ∆
= [from : Replicas , to : Replicas]

LeaseGrant(f , t) ∆
= [from 7→ f , to 7→ t ]

this is the only type of message that may be

“removed” from the global set of messages to make

a “cheated” model of leasing: if a LeaseGrant
message is removed, it means that promise has

expired and the grantor did not refresh, possibly

in order to grant to someone else

Main algorithm in PlusCal .

algorithm MultiPaxos

variable msgs = {}, messages in the network

grants = {}, lease msgs in the network

node = [r ∈ Replicas 7→ NullNode], replica node state

pending = InitPending , sequence of pending reqs

observed = ⟨⟩, client observed events

crashed = [r ∈ Replicas 7→ false] ; replica crashed flag

define

ThinkAmLeader(r) ∆
= ∧node[r ].leader = r
∧node[r ].balPrepared = node[r ].balMaxKnown
∧ ∨¬StableLeaderOn

∨Cardinality({g ∈ grants :
g .to = r })⩾ MajorityNum
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AppendObserved(seq) ∆
=

let filter(e) ∆
= e /∈ Range(observed)

in observed ◦SelectSeq(seq , filter)

UnseenPending(r) ∆
=

let filter(c) ∆
=

∧∀s ∈ Slots : node[r ].insts[s].write ̸= c
∧∀s ∈ Slots ∪ {NumWrites +1} :

c /∈ node[r ].reads[s]
in SelectSeq(pending , filter)

RemovePending(cmd) ∆
=

let filter(c) ∆
= c ̸= cmd

in SelectSeq(pending , filter)

reqsMade ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Req”}}

acksRecv ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Ack”}}

terminated ∆
= ∧Len(pending) = 0

∧Cardinality(reqsMade) = NumCommands
∧Cardinality(acksRecv) = NumCommands

numCrashed ∆
= Cardinality({r ∈ Replicas : crashed [r ]})

end define ;

Send a set of messages helper.

macro Send(set) begin
msgs := msgs ∪ set ;

end macro ;

Expire existing lease grant from f , and make a new repeatedly refreshed

lease grant to t .
macro Lease(f , t) begin

grants := {g ∈ grants : g .from ̸= f }∪ {LeaseGrant(f , t)} ;
end macro ;

Observe client events helper.

macro Observe(seq) begin
observed := AppendObserved(seq) ;

end macro ;

Resolve a pending command helper.

macro Resolve(c) begin
pending := RemovePending(c) ;

end macro ;
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Someone steps up as leader and sends Prepare message to followers.

macro BecomeLeader(r) begin
if I’m not a leader

await node[r ].leader ̸= r ;
pick a greater ballot number

with b ∈ Ballots do

await ∧ b > node[r ].balMaxKnown
∧¬∃m ∈ msgs : (m .type = “Prepare”)∧ (m .bal = b) ;

W .L.O .G ., using this clause to model that ballot

numbers from different proposers be unique

update states and restart Prepare phase for in-progress instances

node[r ].leader := r
node[r ].balPrepared := 0

node[r ].balMaxKnown := b
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if@= “Accepting”
then “Preparing”
else @]]

node[r ].reads :=
[s ∈ Slots ∪ {NumWrites +1} 7→ {}] ;

broadcast Prepare and reply to myself instantly

Send({PrepareMsg(r , b),
PrepareReplyMsg(r , b, VotesByNode(node[r ]))}) ;

expire my old lease grant if any and grant to myself

if StableLeaderOn then

Lease(r , r) ;
end if ;

end with ;

end macro ;

Replica replies to a Prepare message.

macro HandlePrepare(r) begin
if receiving a Prepare message with larger ballot than ever seen

with m ∈ msgs do

await ∧m .type = “Prepare”
∧m .bal > node[r ].balMaxKnown ;

update states and reset statuses

node[r ].leader := m .src
node[r ].balMaxKnown := m .bal
node[r ].insts :=
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[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if@= “Accepting”
then “Preparing”
else @]] ;

send back PrepareReply with my voted list

Send({PrepareReplyMsg(r , m .bal , VotesByNode(node[r ]))}) ;
expire my old lease grant if any and grant to new leader

if StableLeaderOn then

Lease(r , m .src) ;
end if ;

end with ;

end macro ;

Leader gathers PrepareReply messages until condition met, then marks

the corresponding ballot as prepared and saves highest voted commands.

macro HandlePrepareReplies(r) begin
if I’m waiting for PrepareReplies
await ∧node[r ].leader = r

∧node[r ].balPrepared = 0 ;

when there are enough number of PrepareReplies of desired ballot

with prs = {m ∈ msgs : ∧m .type = “PrepareReply”
∧m .bal = node[r ].balMaxKnown}

do

await Cardinality(prs)⩾ MajorityNum ;

marks this ballot as prepared and saves highest voted command

in each slot if any

node[r ].balPrepared := node[r ].balMaxKnown
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if ∨@= “Preparing”
∨ ∧@= “Empty”

∧PeakVotedWrite(prs , s) ̸= “nil”
then “Accepting”
else @,

!.write = PeakVotedWrite(prs , s)]]
node[r ].commitPrev := LastTouchedSlot(prs) ;
send Accept messages for in-progress instances and reply to

myself instantly

Send(union
{{AcceptMsg(r , node[r ].balPrepared , s , node[r ].insts[s].write),
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AcceptReplyMsg(r , node[r ].balPrepared , s)} :
s ∈ {s ∈ Slots : node[r ].insts[s].status = “Accepting”}}) ;

end with ;

end macro ;

A prepared leader takes a new write request into the next empty slot.

macro TakeNewWriteRequest(r) begin
if I’m a prepared leader and there’s pending write request

await ∧ThinkAmLeader(r)
∧∃s ∈ Slots : node[r ].insts[s].status = “Empty”
∧Len(UnseenPending(r))> 0

∧Head(UnseenPending(r)) ∈Writes ;
find the next empty slot and pick a pending request

with s = FirstEmptySlot(node[r ].insts),
c = Head(UnseenPending(r))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

update slot status and voted

node[r ].insts[s].status := “Accepting”
node[r ].insts[s].write := c
node[r ].insts[s].voted .bal := node[r ].balPrepared
node[r ].insts[s].voted .write := c ;
broadcast Accept and reply to myself instantly

Send({AcceptMsg(r , node[r ].balPrepared , s , c),
AcceptReplyMsg(r , node[r ].balPrepared , s)}) ;

append to observed events sequence if haven’t yet

Observe(⟨ReqEvent(c)⟩) ;
end with ;

end macro ;

Replica replies to an Accept message.

macro HandleAccept(r) begin
if receiving an unreplied Accept message with valid ballot

with m ∈ msgs do

await ∧m .type = “Accept”
∧m .bal ⩾ node[r ].balMaxKnown
∧m .bal ⩾ node[r ].insts[m .slot ].voted .bal ;

update node states and corresponding instance’s states

node[r ].leader := m .src
node[r ].balMaxKnown := m .bal
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node[r ].insts[m .slot ].status := “Accepting”
node[r ].insts[m .slot ].write := m .write
node[r ].insts[m .slot ].voted .bal := m .bal
node[r ].insts[m .slot ].voted .write := m .write ;
send back AcceptReply
Send({AcceptReplyMsg(r , m .bal , m .slot)}) ;

end with ;

end macro ;

Leader gathers AcceptReply messages for a slot until condition met, then

marks the slot as committed and acknowledges the client.

macro HandleAcceptReplies(r) begin
if I’m a prepared leader

await ∧ThinkAmLeader(r)
∧node[r ].commitUpTo < NumWrites
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler; in practice,

messages are received proactively and there should be a

separate “Executed” status

for this slot, when there are enough number of AcceptReplies
with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].write ,
ps = s −1,

v = if ps = 0 then “nil” else node[r ].insts[ps].write ,
ars = {m ∈ msgs : ∧m .type = “AcceptReply”

∧m .slot = s
∧m .bal = node[r ].balPrepared }

do

await Cardinality(ars)⩾ WriteQuorumSize ;
marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s ;
append to observed events sequence if haven’t yet, and remove

the command from pending

Observe(⟨AckEvent(c, v)⟩) ;
Resolve(c) ;
broadcast CommitNotice to followers

if CommitNoticeOn then

Send({CommitNoticeMsg(s)}) ;
end if ;

end with ;
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end macro ;

Replica receives new commit notification.

macro HandleCommitNotice(r) begin
if I’m a follower waiting on CommitNotice
await ∧node[r ].leader ̸= r

∧node[r ].commitUpTo < NumWrites
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler

for this slot, when there’s a CommitNotice message

with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].write ,
m ∈ msgs

do

await ∧m .type = “CommitNotice”
∧m .upto = s ;

marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s ;

end with ;

end macro ;

A prepared leader takes a new read request and anchor it to the next

empty slot.

macro TakeNewReadRequest(r) begin
if I’m a prepared leader and there’s pending read request

await ∧ThinkAmLeader(r)
∧Len(UnseenPending(r))> 0

∧Head(UnseenPending(r)) ∈ Reads ;
find the next empty slot and pick a pending request

with s = FirstEmptySlot(node[r ].insts),
c = Head(UnseenPending(r))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

broadcast DoRead and reply to myself instantly

Send({DoReadMsg(r , node[r ].balPrepared , s , c),
DoReadReplyMsg(r , node[r ].balPrepared , s , c)}) ;

add to the set of on-the-fly reads anchored at this slot

node[r ].reads[s] :=@∪ {c} ;
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append to observed events sequence if haven’t yet

Observe(⟨ReqEvent(c)⟩) ;
end with ;

end macro ;

Assuming using leader leases, a prepared leader takes a new read request

and serves it locally. In practice, a slow-path fallback to normal quorum

read should be allowed; but here the ThinkAmLeader condition enforces
client requests be taken only when the leader is stable , therefore DoRead
messages will never be sent .
macro TakeNewReadRequestLocally(r) begin

if I m a prepared and recovered leader that has committed all slots

of old ballots, and there’s pending read request

await ∧ThinkAmLeader(r)
∧node[r ].commitUpTo ⩾ node[r ].commitPrev
∧Len(UnseenPending(r))> 0

∧Head(UnseenPending(r)) ∈ Reads ;
find the latest committed slot and pick a pending request

with s = node[r ].commitUpTo,
v = if s = 0 then “nil” else node[r ].insts[s].write ,
c = Head(UnseenPending(r))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

acknowledge client directly with the latest committed value, and

remove the command from pending

Observe(⟨ReqEvent(c), AckEvent(c, v)⟩) ;
Resolve(c) ;

end with ;

end macro ;

Replica replies to a DoRead message.

macro HandleDoRead(r) begin
if receiving an unreplied DoRead message with valid ballot

with m ∈ msgs do

await ∧m .type = “DoRead”
∧m .bal ⩾ node[r ].balMaxKnown
∧ ∨m .slot > NumWrites

∨ ∧m .slot ⩽ NumWrites
∧m .bal ⩾ node[r ].insts[m .slot ].voted .bal ;

send back DoReadReply
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Send({DoReadReplyMsg(r , m .bal , m .slot , m .read)}) ;
end with ;

end macro ;

Leader gathers DoReadReply messages for a read request until read quorum

formed, then acknowledges the client.

macro HandleDoReadReplies(r) begin
if I’m a prepared leader

await ThinkAmLeader(r) ;
for an on-the-fly read, when there are enough DoReadReplies and that

the predecessor write has been committed

with s ∈ (Slots ∪ {NumWrites +1}),

c ∈ node[r ].reads[s],
ps = s −1,

v = if ps = 0 then “nil” else node[r ].insts[ps].write ,
drs = {m ∈ msgs : ∧m .type = “DoReadReply”

∧m .slot = s
∧m .read = c
∧m .bal = node[r ].balPrepared }

do

await ∧Cardinality(drs)⩾ ReadQuorumSize
∧node[r ].commitUpTo ⩾ ps ;

W .L.O .G ., only enabling slots at or before commitUpTo
here to make the body of this macro simpler; in

practice, messages are received proactively and there

should be separate status tracking for these reads

append to observed events sequence if haven’t yet, and remove

the command from pending

Observe(⟨AckEvent(c, v)⟩) ;
Resolve(c) ;
remove from the set of on-the-fly reads in anchored slot

node[r ].reads[s] :=@\{c} ;
end with ;

end macro ;

Replica node crashes itself under promised conditions.

macro ReplicaCrashes(r) begin
if less than (N −WriteQuourmSize) number of replicas have failed

await ∧WriteQuorumSize +numCrashed < Cardinality(Replicas)
∧¬crashed [r ]
∧node[r ].balMaxKnown < MaxBallot ;

this clause is needed only because we have an upper

bound ballot number for modeling checking; in practice
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someone else could always come up with a higher ballot

mark myself as crashed

crashed [r ] := true ;

end macro ;

Replica server node main loop.

process Replica ∈ Replicas
begin

rloop : while (¬terminated)∧ (¬crashed [self ]) do
either

BecomeLeader(self ) ;
or

HandlePrepare(self ) ;
or

HandlePrepareReplies(self ) ;
or

TakeNewWriteRequest(self ) ;
or

HandleAccept(self ) ;
or

HandleAcceptReplies(self ) ;
or

if CommitNoticeOn then

HandleCommitNotice(self ) ;
end if ;

or

if ¬StableLeaderOn then

TakeNewReadRequest(self ) ;
else

TakeNewReadRequestLocally(self ) ;
end if ;

or

HandleDoRead(self ) ;
or

HandleDoReadReplies(self ) ;
or

if NodeFailuresOn then

ReplicaCrashes(self ) ;
end if ;

end either ;

end while ;

end process ;
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end algorithm ;

A.1.2 Invariants Specification

module MultiPaxos MC
extends MultiPaxos

TLC config-related defs.

ConditionalPerm(set) ∆
= if Cardinality(set)> 1

then Permutations(set)
else {}

SymmetricPerms ∆
= ConditionalPerm(Replicas)
∪ ConditionalPerm(Writes)
∪ ConditionalPerm(Reads)

ConstMaxBallot ∆
= 2

ConstReadQuorumSizeUsual ∆
= 2

ConstReadQuorumSizeSmall ∆
= 1

Type check invariant.

TypeOK ∆
= ∧∀m ∈ msgs : m ∈ Messages

∧∀g ∈ grants : g ∈ LeaseGrants
∧Cardinality({g .from : g ∈ grants}) = Cardinality(grants)
∧∀r ∈ Replicas : node[r ] ∈ NodeStates
∧Len(pending)⩽ NumCommands
∧Cardinality(Range(pending)) = Len(pending)
∧∀c ∈ Range(pending) : c ∈ Commands
∧Len(observed)⩽ 2∗NumCommands
∧Cardinality(Range(observed)) = Len(observed)
∧Cardinality(reqsMade)⩾ Cardinality(acksRecv)
∧∀e ∈ Range(observed) : e ∈ ClientEvents
∧∀r ∈ Replicas : crashed [r ] ∈ boolean

theorem Spec⇒2TypeOK

Linearizability constraint.
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ReqPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Req”
∧observed [i ].cmd = c

AckPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Ack”
∧observed [i ].cmd = c

ResultOfCmd(c) ∆
= observed [AckPosOfCmd(c)].val

OrderIdxOfCmd(order , c) ∆
= choose j ∈ 1 . . Len(order) : order [j ] = c

LastWriteBefore(order , j ) ∆
=

let k ∆
= choose k ∈ 0 . . (j −1) :

∧ (k = 0∨order [k ] ∈Writes)
∧∀ l ∈ (k +1) . . (j −1) : order [l ] ∈ Reads

in if k = 0 then “nil” else order [k ]

IsLinearOrder(order) ∆
=

∧{order [j ] : j ∈ 1 . . Len(order)}= Commands
∧∀ j ∈ 1 . . Len(order) :

ResultOfCmd(order [j ]) = LastWriteBefore(order , j )

ObeysRealTime(order) ∆
=

∀c1, c2 ∈ Commands :
(AckPosOfCmd(c1)< ReqPosOfCmd(c2))
⇒ (OrderIdxOfCmd(order , c1)< OrderIdxOfCmd(order , c2))

Linearizability ∆
=

terminated ⇒
∃order ∈ [1 . . NumCommands → Commands] :

∧ IsLinearOrder(order)
∧ObeysRealTime(order)

theorem Spec⇒ Linearizability

A.1.3 Model Checking Parameters

MultiPaxos MC.cfg

SPECIFICATION Spec

CONSTANTS
Replicas = {s1, s2, s3}
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Writes = {w1, w2}
Reads = {r1, r2}
MaxBallot <- ConstMaxBallot
ReadQuorumSize <- ConstReadQuorumSizeUsual // or Small
CommitNoticeOn <- TRUE
NodeFailuresOn <- TRUE
StableLeaderOn <- TRUE // or FALSE

SYMMETRY SymmetricPerms

INVARIANTS
TypeOK
Linearizability

CHECK_DEADLOCK TRUE

A.2 TLA
+
Specification of Crossword

A.2.1 Crossword Protocol Specification

module Crossword

extends FiniteSets , Sequences , Integers , TLC

Model inputs & assumptions.

constant Replicas , symmetric set of server nodes

Writes , symmetric set of write commands (each w/ unique value)

Reads , symmetric set of read commands

MaxBallot , maximum ballot pickable for leader preemption

CommitNoticeOn , if true, turn on CommitNotice messages

NodeFailuresOn if true, turn on node failures injection

ReplicasAssumption ∆
= ∧ IsFiniteSet(Replicas)
∧Cardinality(Replicas)⩾ 1

WritesAssumption ∆
= ∧ IsFiniteSet(Writes)

∧Cardinality(Writes)⩾ 1

∧ “nil” /∈Writes
a write command model value serves as both the

ID of the command and the value to be written
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ReadsAssumption ∆
= ∧ IsFiniteSet(Reads)
∧Cardinality(Reads)⩾ 0

∧ “nil” /∈Writes

MaxBallotAssumption ∆
= ∧MaxBallot ∈ Nat
∧MaxBallot ⩾ 2

CommitNoticeOnAssumption ∆
= CommitNoticeOn ∈ boolean

NodeFailuresOnAssumption ∆
= NodeFailuresOn ∈ boolean

assume ∧ReplicasAssumption
∧WritesAssumption
∧ReadsAssumption
∧MaxBallotAssumption
∧CommitNoticeOnAssumption
∧NodeFailuresOnAssumption

Useful constants & typedefs.

Commands ∆
= Writes ∪Reads

NumCommands ∆
= Cardinality(Commands)

Population ∆
= Cardinality(Replicas)

MajorityNum ∆
= (Population÷2)+1

Shards ∆
= Replicas

NumDataShards ∆
= MajorityNum

Range(func) ∆
= {func[i ] : i ∈ domain func}

Client observable events.

ClientEvents ∆
= [type : {“Req”}, cmd : Commands]
∪ [type : {“Ack”}, cmd : Commands ,

val : {“nil”}∪Writes]

ReqEvent(c) ∆
= [type 7→ “Req”, cmd 7→ c]

AckEvent(c, v) ∆
= [type 7→ “Ack”, cmd 7→ c, val 7→ v ]

val is the old value for a write command

InitPending ∆
= (choose ws ∈ [1 . . Cardinality(Writes)→Writes]

: Range(ws) = Writes)
◦ (choose rs ∈ [1 . . Cardinality(Reads)→ Reads]
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: Range(rs) = Reads)
W .L.O .G ., choose any sequence concatenating writes

commands and read commands as the sequence of reqs;

all other cases are either symmetric or less useful

than this one

Server-side constants & states.

Ballots ∆
= 1 . . MaxBallot

Slots ∆
= 1 . . NumCommands

Statuses ∆
= {“Preparing”, “Accepting”, “Committed”}

InstStates ∆
= [status : {“Empty”}∪Statuses ,

cmd : {“nil”}∪Commands ,
shards : subset Shards ,
voted : [bal : {0}∪Ballots ,

cmd : {“nil”}∪Commands ,
shards : subset Shards]]

NullInst ∆
= [status 7→ “Empty”,

cmd 7→ “nil”,
shards 7→ {},

voted 7→ [bal 7→ 0, cmd 7→ “nil”, shards 7→ {}]]

NodeStates ∆
= [leader : {“none”}∪Replicas ,

kvalue : {“nil”} ∪Writes ,
commitUpTo : {0}∪Slots ,
balPrepared : {0}∪Ballots ,
balMaxKnown : {0}∪Ballots ,
insts : [Slots → InstStates]]

NullNode ∆
= [leader 7→ “none”,

kvalue 7→ “nil”,
commitUpTo 7→ 0,

balPrepared 7→ 0,

balMaxKnown 7→ 0,

insts 7→ [s ∈ Slots 7→ NullInst ]]

FirstEmptySlot(insts) ∆
=

choose s ∈ Slots :
∧ insts[s].status = “Empty”
∧ ∀ t ∈ 1 . . (s −1) : insts[t ].status ̸= “Empty”

Erasure-coding related expressions.



188

BigEnoughUnderFaults(g , u) ∆
=

Is g a large enough subset of u under promised fault-tolerance?

Cardinality(g)⩾ (Cardinality(u)+MajorityNum −Population)

SubsetsUnderFaults(u) ∆
=

Set of subsets of u we consider under promised fault-tolerance.

{g ∈ subset u : BigEnoughUnderFaults(g , u)}

IsGoodCoverageSet(cs) ∆
=

Is cs a coverage set (i .e ., a set of sets of shards) from which

we can reconstruct the original data?

Cardinality(union cs)⩾ NumDataShards

ShardToIdx ∆
= choose map ∈ [Shards → 1 . . Cardinality(Shards)] :

Cardinality(Range(map)) = Cardinality(Shards)

IdxToShard ∆
= [i ∈ 1 . . Cardinality(Shards) 7→

choose r ∈ Shards : ShardToIdx [r ] = i ]

ValidAssignments ∆
=

Set of all valid shard assignments.

{[r ∈ Replicas 7→ {IdxToShard [((i −1)%Cardinality(Shards))+1] :

i ∈ (ShardToIdx [r ]) . . (ShardToIdx [r ]+na −1)}] :

na ∈ 1 . . MajorityNum}

Service-internal messages.

PrepareMsgs ∆
= [type : {“Prepare”}, src : Replicas ,

bal : Ballots]

PrepareMsg(r , b) ∆
= [type 7→ “Prepare”, src 7→ r ,

bal 7→ b]

InstsVotes ∆
= [Slots → [bal : {0}∪Ballots ,

cmd : {“nil”}∪Commands ,
shards : subset Shards]]

VotesByNode(n) ∆
= [s ∈ Slots 7→ n .insts[s].voted ]

PrepareReplyMsgs ∆
= [type : {“PrepareReply”}, src : Replicas ,

bal : Ballots ,
votes : InstsVotes]

PrepareReplyMsg(r , b, iv) ∆
=

[type 7→ “PrepareReply”, src 7→ r ,
bal 7→ b,
votes 7→ iv ]
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PreparedConditionAndCommand(prs , s) ∆
=

examines a set of PrepareReplies and returns a tuple:

(if the given slot can be decided as prepared,

the prepared command if forced,

known shards of the command if forced)

let ppr ∆
= choose ppr ∈ prs :

∀pr ∈ prs : pr .votes[s].bal ⩽ ppr .votes[s].bal
in if ∧BigEnoughUnderFaults(prs , Replicas)

∧∀pr ∈ prs : pr .votes[s].bal = 0

then [prepared 7→ true, cmd 7→ “nil”, shards 7→ {}]

prepared, can choose any

else if ∧BigEnoughUnderFaults(prs , Replicas)
∧ IsGoodCoverageSet(

{pr .votes[s].shards :
pr ∈ {pr ∈ prs :

pr .votes[s].cmd = ppr .votes[s].cmd }})
then [prepared 7→ true,

cmd 7→ ppr .votes[s].cmd ,
shards 7→ union

{pr .votes[s].shards :
pr ∈ {pr ∈ prs :

pr .votes[s].cmd = ppr .votes[s].cmd }}]
prepared, command forced

else if ∧BigEnoughUnderFaults(prs , Replicas)
∧¬IsGoodCoverageSet(

{pr .votes[s].shards :
pr ∈ {pr ∈ prs :

pr .votes[s].cmd = ppr .votes[s].cmd }})
then [prepared 7→ true, cmd 7→ “nil”, shards 7→ {}]

prepared, can choose any

else [prepared 7→ false, cmd 7→ “nil”, shard 7→ {}]

not prepared

AcceptMsgs ∆
= [type : {“Accept”}, src : Replicas ,

dst : Replicas ,
bal : Ballots ,
slot : Slots ,
cmd : Commands ,
shards : subset Shards]

AcceptMsg(r , d , b, s , c, sds) ∆
= [type 7→ “Accept”, src 7→ r ,

dst 7→ d ,
bal 7→ b,
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slot 7→ s ,
cmd 7→ c,
shards 7→ sds]

AcceptReplyMsgs ∆
= [type : {“AcceptReply”}, src : Replicas ,

bal : Ballots ,
slot : Slots ,
shards : subset Shards]

AcceptReplyMsg(r , b, s , sds) ∆
=

[type 7→ “AcceptReply”, src 7→ r ,
bal 7→ b,
slot 7→ s ,
shards 7→ sds]

CommittedCondition(ars , s) ∆
=

the condition which decides if a set of AcceptReplies makes an

instance committed

∧BigEnoughUnderFaults(ars , Replicas)
∧∀group ∈ SubsetsUnderFaults(ars) :

IsGoodCoverageSet({ar .shards : ar ∈ group})

CommitNoticeMsgs ∆
= [type : {“CommitNotice”}, upto : Slots]

CommitNoticeMsg(u) ∆
= [type 7→ “CommitNotice”, upto 7→ u]

Messages ∆
= PrepareMsgs
∪ PrepareReplyMsgs
∪ AcceptMsgs
∪ AcceptReplyMsgs
∪ CommitNoticeMsgs

Main algorithm in PlusCal .

algorithm Crossword

variable msgs = {}, messages in the network

node = [r ∈ Replicas 7→ NullNode], replica node state

pending = InitPending , sequence of pending reqs

observed = ⟨⟩, client observed events

crashed = [r ∈ Replicas 7→ false] ; replica crashed flag

define

UnseenPending(insts) ∆
=

let filter(c) ∆
= c /∈ {insts[s].cmd : s ∈ Slots}
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in SelectSeq(pending , filter)

RemovePending(cmd) ∆
=

let filter(c) ∆
= c ̸= cmd

in SelectSeq(pending , filter)

reqsMade ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Req”}}

acksRecv ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Ack”}}

terminated ∆
= ∧Len(pending) = 0

∧Cardinality(reqsMade) = NumCommands
∧Cardinality(acksRecv) = NumCommands

numCrashed ∆
= Cardinality({r ∈ Replicas : crashed [r ]})

end define ;

Send a set of messages helper.

macro Send(set) begin
msgs := msgs ∪ set ;

end macro ;

Observe a client event helper.

macro Observe(e) begin
if e /∈ Range(observed) then

observed := Append(observed , e) ;
end if ;

end macro ;

Resolve a pending command helper.

macro Resolve(c) begin
pending := RemovePending(c) ;

end macro ;

Someone steps up as leader and sends Prepare message to followers.

macro BecomeLeader(r) begin
if I’m not a leader

await node[r ].leader ̸= r ;
pick a greater ballot number

with b ∈ Ballots do

await ∧ b > node[r ].balMaxKnown
∧¬∃m ∈ msgs : (m .type = “Prepare”)∧ (m .bal = b) ;

W .L.O .G ., using this clause to model that ballot

numbers from different proposers be unique

update states and restart Prepare phase for in-progress instances
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node[r ].leader := r
node[r ].balPrepared := 0

node[r ].balMaxKnown := b
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if@= “Accepting”
then “Preparing”
else @]] ;

broadcast Prepare and reply to myself instantly

Send({PrepareMsg(r , b),
PrepareReplyMsg(r , b, VotesByNode(node[r ]))}) ;

end with ;

end macro ;

Replica replies to a Prepare message.

macro HandlePrepare(r) begin
if receiving a Prepare message with larger ballot than ever seen

with m ∈ msgs do

await ∧m .type = “Prepare”
∧m .bal > node[r ].balMaxKnown ;

update states and reset statuses

node[r ].leader := m .src
node[r ].balMaxKnown := m .bal
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if@= “Accepting”
then “Preparing”
else @]] ;

send back PrepareReply with my voted list

Send({PrepareReplyMsg(r , m .bal , VotesByNode(node[r ]))}) ;
end with ;

end macro ;

Leader gathers PrepareReply messages until condition met, then marks the corresponding ballot as

prepared and saves highest voted commands.

macro HandlePrepareReplies(r) begin
if I’m waiting for PrepareReplies
await ∧node[r ].leader = r

∧node[r ].balPrepared = 0 ;

when there are a set of PrepareReplies of desired ballot that satisfy

the prepared condition
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with prs = {m ∈ msgs : ∧m .type = “PrepareReply”
∧m .bal = node[r ].balMaxKnown},

exam = [s ∈ Slots 7→ PreparedConditionAndCommand(prs , s)]
do

await ∀s ∈ Slots : exam[s].prepared ;

marks this ballot as prepared and saves highest voted command

in each slot if any

node[r ].balPrepared := node[r ].balMaxKnown
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if ∧ ∨@= “Empty”
∨@= “Preparing”
∨@= “Accepting”

∧ exam[s].cmd ̸= “nil”
then “Accepting”

else if @= “Committed”
then “Committed”

else “Empty”,
! .cmd = exam[s].cmd ,
! .shards = exam[s].shards]] ;

pick a reasonable shard assignment and send Accept messages for

in-progress instances according to it

with assign ∈ ValidAssignments do

Send({AcceptMsg(r , d , node[r ].balPrepared , s ,
node[r ].insts[s].cmd , assign[d ]) :

s ∈ {s ∈ Slots :
node[r ].insts[s].status = “Accepting”},

d ∈ Replicas}
∪ {AcceptReplyMsg(r , node[r ].balPrepared , s , assign[r ]) :

s ∈ {s ∈ Slots :
node[r ].insts[s].status = “Accepting”}}) ;

end with ;

end with ;

end macro ;

A prepared leader takes a new request to fill the next empty slot.

macro TakeNewRequest(r) begin
if I’m a prepared leader and there’s pending request

await ∧node[r ].leader = r
∧node[r ].balPrepared = node[r ].balMaxKnown
∧∃s ∈ Slots : node[r ].insts[s].status = “Empty”
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∧Len(UnseenPending(node[r ].insts))> 0 ;

find the next empty slot and pick a pending request

with s = FirstEmptySlot(node[r ].insts),
c = Head(UnseenPending(node[r ].insts))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

update slot status and voted

node[r ].insts[s].status := “Accepting”
node[r ].insts[s].cmd := c
node[r ].insts[s].voted .bal := node[r ].balPrepared
node[r ].insts[s].voted .cmd := c
node[r ].insts[s].voted .shards := Shards ;
pick a reasonable shard assignment, send Accept messages, and

reply to myself instantly

with assign ∈ ValidAssignments do

Send({AcceptMsg(r , d , node[r ].balPrepared , s , c, assign[d ]) :
d ∈ Replicas}

∪ {AcceptReplyMsg(r , node[r ].balPrepared , s , assign[r ])}) ;
end with ;

append to observed events sequence if haven’t yet

Observe(ReqEvent(c)) ;
end with ;

end macro ;

Replica replies to an Accept message.

macro HandleAccept(r) begin
if receiving an unreplied Accept message with valid ballot

with m ∈ msgs do

await ∧m .type = “Accept”
∧m .dst = r
∧m .bal ⩾ node[r ].balMaxKnown
∧m .bal > node[r ].insts[m .slot ].voted .bal ;

update node states and corresponding instance’s states

node[r ].leader := m .src
node[r ].balMaxKnown := m .bal
node[r ].insts[m .slot ].status := “Accepting”
node[r ].insts[m .slot ].cmd := m .cmd
node[r ].insts[m .slot ].shards := m .shards
node[r ].insts[m .slot ].voted .bal := m .bal
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node[r ].insts[m .slot ].voted .cmd := m .cmd
node[r ].insts[m .slot ].voted .shards := m .shards ;
send back AcceptReply
Send({AcceptReplyMsg(r , m .bal , m .slot , m .shards)}) ;

end with ;

end macro ;

Leader gathers AcceptReply messages for a slot until condition met, then marks the slot as committed

and acknowledges the client.

macro HandleAcceptReplies(r) begin
if I think I’m a current leader

await ∧node[r ].leader = r
∧node[r ].balPrepared = node[r ].balMaxKnown
∧node[r ].commitUpTo < NumCommands
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler

for this slot, when there is a set of AcceptReplies that satisfy the

committed condition

with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].cmd ,
v = node[r ].kvalue ,
ars = {m ∈ msgs : ∧m .type = “AcceptReply”

∧m .slot = s
∧m .bal = node[r ].balPrepared }

do

await CommittedCondition(ars , s) ;
marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s
node[r ].kvalue := if c ∈Writes then c else @ ;

append to observed events sequence if haven’t yet, and remove

the command from pending

Observe(AckEvent(c, v)) ;
Resolve(c) ;
broadcast CommitNotice to followers

Send({CommitNoticeMsg(s)}) ;
end with ;

end macro ;

Replica receives new commit notification.

macro HandleCommitNotice(r) begin
if I’m a follower waiting on CommitNotice
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await ∧node[r ].leader ̸= r
∧node[r ].commitUpTo < NumCommands
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler

for this slot, when there’s a CommitNotice message

with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].cmd ,
m ∈ msgs

do

await ∧m .type = “CommitNotice”
∧m .upto = s ;

marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s
node[r ].kvalue := if c ∈Writes then c else @ ;

end with ;

end macro ;

Replica node crashes itself under promised conditions.

macro ReplicaCrashes(r) begin
if less than (N − majority) number of replicas have failed

await ∧MajorityNum +numCrashed < Population
∧¬crashed [r ]
∧node[r ].balMaxKnown < MaxBallot ;

this clause is needed only because we have an upper

bound ballot number for modeling checking; in practice

someone else could always come up with a higher ballot

mark myself as crashed

crashed [r ] := true ;

end macro ;

Replica server node main loop.

process Replica ∈ Replicas
begin

rloop : while (¬terminated)∧ (¬crashed [self ]) do
either

BecomeLeader(self ) ;
or

HandlePrepare(self ) ;
or

HandlePrepareReplies(self ) ;
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or

TakeNewRequest(self ) ;
or

HandleAccept(self ) ;
or

HandleAcceptReplies(self ) ;
or

if CommitNoticeOn then

HandleCommitNotice(self ) ;
end if ;

or

if NodeFailuresOn then

ReplicaCrashes(self ) ;
end if ;

end either ;

end while ;

end process ;

end algorithm ;

A.2.2 Invariants Specification

module Crossword MC
extends Crossword

TLC config-related defs.

ConditionalPerm(set) ∆
= if Cardinality(set)> 1

then Permutations(set)
else {}

SymmetricPerms ∆
= ConditionalPerm(Replicas)
∪ ConditionalPerm(Writes)
∪ ConditionalPerm(Reads)

ConfigEmptySet ∆
= {}

ConstMaxBallot ∆
= 2

Type check invariant.

TypeOK ∆
= ∧∀m ∈ msgs : m ∈ Messages

∧∀r ∈ Replicas : node[r ] ∈ NodeStates
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∧Len(pending)⩽ NumCommands
∧Cardinality(Range(pending)) = Len(pending)
∧∀c ∈ Range(pending) : c ∈ Commands
∧Len(observed)⩽ 2∗NumCommands
∧Cardinality(Range(observed)) = Len(observed)
∧Cardinality(reqsMade)⩾ Cardinality(acksRecv)
∧∀e ∈ Range(observed) : e ∈ ClientEvents
∧∀r ∈ Replicas : crashed [r ] ∈ boolean

theorem Spec⇒2TypeOK

Linearizability constraint.

ReqPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Req”
∧observed [i ].cmd = c

AckPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Ack”
∧observed [i ].cmd = c

ResultOfCmd(c) ∆
= observed [AckPosOfCmd(c)].val

OrderIdxOfCmd(order , c) ∆
= choose j ∈ 1 . . Len(order) : order [j ] = c

LastWriteBefore(order , j ) ∆
=

let k ∆
= choose k ∈ 0 . . (j −1) :

∧ (k = 0∨order [k ] ∈Writes)
∧∀ l ∈ (k +1) . . (j −1) : order [l ] ∈ Reads

in if k = 0 then “nil” else order [k ]

IsLinearOrder(order) ∆
=

∧{order [j ] : j ∈ 1 . . Len(order)}= Commands
∧∀ j ∈ 1 . . Len(order) :

ResultOfCmd(order [j ]) = LastWriteBefore(order , j )

ObeysRealTime(order) ∆
=

∀c1, c2 ∈ Commands :
(AckPosOfCmd(c1)< ReqPosOfCmd(c2))
⇒ (OrderIdxOfCmd(order , c1)< OrderIdxOfCmd(order , c2))

Linearizability ∆
=

terminated ⇒
∃order ∈ [1 . . NumCommands → Commands] :

∧ IsLinearOrder(order)
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∧ObeysRealTime(order)

theorem Spec⇒ Linearizability

A.2.3 Model Checking Parameters

Crossword MC.cfg

SPECIFICATION Spec

CONSTANTS
Replicas = {s1, s2, s3}
Writes = {w1, w2, w3}
Reads <- ConfigEmptySet
MaxBallot <- ConstMaxBallot
CommitNoticeOn <- FALSE
NodeFailuresOn <- TRUE

SYMMETRY SymmetricPerms

INVARIANTS
TypeOK
Linearizability

CHECK_DEADLOCK TRUE

A.3 TLA
+
Specification of Bodega

A.3.1 Bodega Protocol Specification

module Bodega

extends FiniteSets , Sequences , Integers , TLC

Model inputs & assumptions.

constant Replicas , symmetric set of server nodes

Writes , symmetric set of write commands (each w/ unique value)

Reads , symmetric set of read commands

MaxBallot , maximum ballot pickable for leader preemption
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NodeFailuresOn if true, turn on node failures injection

ReplicasAssumption ∆
= ∧ IsFiniteSet(Replicas)
∧Cardinality(Replicas)⩾ 1

∧ “none” /∈ Replicas

Population ∆
= Cardinality(Replicas)

MajorityNum ∆
= (Population÷2)+1

WritesAssumption ∆
= ∧ IsFiniteSet(Writes)

∧Cardinality(Writes)⩾ 1

∧ “nil” /∈Writes
a write command model value serves as both the

ID of the command and the value to be written

ReadsAssumption ∆
= ∧ IsFiniteSet(Reads)
∧Cardinality(Reads)⩾ 0

∧ “nil” /∈Writes

MaxBallotAssumption ∆
= ∧MaxBallot ∈ Nat
∧MaxBallot ⩾ 2

NodeFailuresOnAssumption ∆
= NodeFailuresOn ∈ boolean

assume ∧ReplicasAssumption
∧WritesAssumption
∧ReadsAssumption
∧MaxBallotAssumption
∧NodeFailuresOnAssumption

Useful constants & typedefs.

Commands ∆
= Writes ∪Reads

NumWrites ∆
= Cardinality(Writes)

NumReads ∆
= Cardinality(Reads)

NumCommands ∆
= Cardinality(Commands)

Range(seq) ∆
= {seq [i ] : i ∈ 1 . . Len(seq)}

Client observable events.

ClientEvents ∆
= [type : {“Req”}, cmd : Commands]
∪ [type : {“Ack”}, cmd : Commands ,

val : {“nil”}∪Writes ,
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by : Replicas]

ReqEvent(c) ∆
= [type 7→ “Req”, cmd 7→ c]

AckEvent(c, v , n) ∆
= [type 7→ “Ack”, cmd 7→ c, val 7→ v , by 7→ n]

val is the old value for a write command

InitPending ∆
= (choose ws ∈ [1 . . Cardinality(Writes)→Writes]

: Range(ws) = Writes)
◦ (choose rs ∈ [1 . . Cardinality(Reads)→ Reads]

: Range(rs) = Reads)
W .L.O .G ., choose any sequence concatenating writes

commands and read commands as the sequence of reqs;

all other cases are either symmetric or less useful

than this one

Server-side constants & states.

Ballots ∆
= 1 . . MaxBallot

Slots ∆
= 1 . . NumWrites

Statuses ∆
= {“Preparing”, “Accepting”, “Committed”}

InstStates ∆
= [status : {“Empty”}∪Statuses ,

write : {“nil”}∪Writes ,
voted : [bal : {0}∪Ballots ,

write : {“nil”}∪Writes]]

NullInst ∆
= [status 7→ “Empty”,

write 7→ “nil”,
voted 7→ [bal 7→ 0, write 7→ “nil”]]

NodeStates ∆
= [leader : {“none”}∪Replicas ,

commitUpTo : {0}∪Slots ,
commitPrev : {0}∪Slots ∪ {NumWrites +1},

balPrepared : {0}∪Ballots ,
balMaxKnown : {0}∪Ballots ,
insts : [Slots → InstStates]]

NullNode ∆
= [leader 7→ “none”,

commitUpTo 7→ 0,

commitPrev 7→ 0,

balPrepared 7→ 0,

balMaxKnown 7→ 0,

insts 7→ [s ∈ Slots 7→ NullInst ]]
commitPrev is the last slot which might have been
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committed by an old leader; a newly prepared leader

can safely serve reads locally only after its log has

been committed up to this slot. The time before this

condition becomes satisfied may be considered the

“recovery” or “ballot transfer” time

FirstEmptySlot(insts) ∆
=

if ∀s ∈ Slots : insts[s].status ̸= “Empty”
then NumWrites +1

else choose s ∈ Slots :
∧ insts[s].status = “Empty”
∧∀ t ∈ 1 . . (s −1) : insts[t ].status ̸= “Empty”

LastNonEmptySlot(insts) ∆
=

if ∀s ∈ Slots : insts[s].status = “Empty”
then 0

else choose s ∈ Slots :
∧ insts[s].status ̸= “Empty”
∧∀ t ∈ (s +1) . . NumWrites : insts[t ].status = “Empty”
note that this is not the same as FirstEmptySlot −1

due to possible existence of holes

Service-internal messages.

PrepareMsgs ∆
= [type : {“Prepare”}, src : Replicas ,

bal : Ballots]

PrepareMsg(r , b) ∆
= [type 7→ “Prepare”, src 7→ r ,

bal 7→ b]

InstsVotes ∆
= [Slots → [bal : {0}∪Ballots ,

write : {“nil”}∪Writes]]

VotesByNode(n) ∆
= [s ∈ Slots 7→ n .insts[s].voted ]

PrepareReplyMsgs ∆
= [type : {“PrepareReply”}, src : Replicas ,

bal : Ballots ,
votes : InstsVotes]

PrepareReplyMsg(r , b, iv) ∆
= [type 7→ “PrepareReply”, src 7→ r ,

bal 7→ b,
votes 7→ iv ]

PeakVotedWrite(prs , s) ∆
=

if ∀pr ∈ prs : pr .votes[s].bal = 0

then “nil”
else let ppr ∆

=
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choose ppr ∈ prs :
∀pr ∈ prs : pr .votes[s].bal ⩽ ppr .votes[s].bal

in ppr .votes[s].write

LastTouchedSlot(prs) ∆
=

if ∀s ∈ Slots : PeakVotedWrite(prs , s) = “nil”
then 0

else choose s ∈ Slots :
∧PeakVotedWrite(prs , s) ̸= “nil”
∧∀ t ∈ (s +1) . . NumWrites : PeakVotedWrite(prs , t) = “nil”

PrepareNoticeMsgs ∆
= [type : {“PrepareNotice”}, src : Replicas ,

bal : Ballots ,
commit prev : {0}∪Slots]

PrepareNoticeMsg(r , b, cp) ∆
= [type 7→ “PrepareNotice”, src 7→ r ,

bal 7→ b,
commit prev 7→ cp]

this messasge is added to allow

followers to learn about commitPrev

AcceptMsgs ∆
= [type : {“Accept”}, src : Replicas ,

bal : Ballots ,
slot : Slots ,
write : Writes]

AcceptMsg(r , b, s , c) ∆
= [type 7→ “Accept”, src 7→ r ,

bal 7→ b,
slot 7→ s ,
write 7→ c]

AcceptReplyMsgs ∆
= [type : {“AcceptReply”}, src : Replicas ,

bal : Ballots ,
slot : Slots]

AcceptReplyMsg(r , b, s) ∆
= [type 7→ “AcceptReply”, src 7→ r ,

bal 7→ b,
slot 7→ s]

no need to carry command ID in

AcceptReply because ballot and

slot uniquely identifies the write

CommitNoticeMsgs ∆
= [type : {“CommitNotice”}, upto : Slots]

CommitNoticeMsg(u) ∆
= [type 7→ “CommitNotice”, upto 7→ u]
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Messages ∆
= PrepareMsgs
∪ PrepareReplyMsgs
∪ PrepareNoticeMsgs
∪ AcceptMsgs
∪ AcceptReplyMsgs
∪ CommitNoticeMsgs

Roster lease related typedefs.

Rosters ∆
= {ros ∈ [bal : Ballots , leader : Replicas , responders : subset Replicas] :

ros .leader /∈ ros .responders}

Roster(b, l , resps) ∆
= [bal 7→ b, leader 7→ l , responders 7→ resps]

each new ballot number maps to a new roster ; this
includes the change of leader (as in classic

MultiPaxos) and/or the change of who’re responders

LeaseGrants ∆
= [from : Replicas , roster : Rosters]

LeaseGrant(f , ros) ∆
= [from 7→ f , roster 7→ ros]

this is the only type of message that may be

“removed” from the global set of messages to make

a “cheated” model of leasing: if a LeaseGrant
message is removed, it means that promise has

expired and the grantor did not refresh, probably

making way for switching to a different roster

Main algorithm in PlusCal .

algorithm Bodega

variable msgs = {}, messages in the network

grants = {}, lease msgs in the network

node = [r ∈ Replicas 7→ NullNode], replica node state

pending = InitPending , sequence of pending reqs

observed = ⟨⟩, client observed events

crashed = [r ∈ Replicas 7→ false] ; replica crashed flag

define

CurrentRoster ∆
=

let leased(b) ∆
= Cardinality({g ∈ grants :

g .roster .bal = b})⩾ MajorityNum
in if ¬∃b ∈ Ballots : leased(b)

then Roster(0, “none”, 0)
else (choose g ∈ grants : leased(g .roster .bal)).roster
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the leasing mechanism ensures that at any

time, there’s at most one leader

ThinkAmLeader(r) ∆
= ∧node[r ].leader = r
∧node[r ].balPrepared = node[r ].balMaxKnown
∧CurrentRoster .bal > 0

∧CurrentRoster .bal = node[r ].balMaxKnown
∧CurrentRoster .leader = r

ThinkAmFollower(r) ∆
= ∧node[r ].leader ̸= r
∧CurrentRoster .bal > 0

∧CurrentRoster .bal = node[r ].balMaxKnown
∧CurrentRoster .leader ̸= r

ThinkAmResponder(r) ∆
= ∧ThinkAmFollower(r)
∧ r ∈ CurrentRoster .responders

BallotTransfered(r) ∆
= node[r ].commitUpTo ⩾ node[r ].commitPrev

WriteCommittable(ars) ∆
=

∧Cardinality({ar .src : ar ∈ ars})⩾ MajorityNum
∧CurrentRoster .responders ⊆ {ar .src : ar ∈ ars}

reqsMade ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Req”}}

acksRecv ∆
= {e .cmd : e ∈ {e ∈ Range(observed) : e .type = “Ack”}}

AppendObserved(seq) ∆
=

let filter(e) ∆
= if e .type = “Req” then e .cmd /∈ reqsMade

else e .cmd /∈ acksRecv
in observed ◦SelectSeq(seq , filter)

UnseenPending(r) ∆
=

let filter(c) ∆
= ∀s ∈ Slots : node[r ].insts[s].write ̸= c

in SelectSeq(pending , filter)

RemovePending(cmd) ∆
=

let filter(c) ∆
= c ̸= cmd

in SelectSeq(pending , filter)

terminated ∆
= ∧Len(pending) = 0

∧Cardinality(reqsMade) = NumCommands
∧Cardinality(acksRecv) = NumCommands

numCrashed ∆
= Cardinality({r ∈ Replicas : crashed [r ]})

end define ;
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Send a set of messages helper.

macro Send(set) begin
msgs := msgs ∪ set ;

end macro ;

Expire existing lease grant from f , and make a new repeatedly refreshed

lease grant to new roster ros .
macro Lease(f , ros) begin

grants := {g ∈ grants : g .from ̸= f }∪ {LeaseGrant(f , ros)} ;
end macro ;

Observe client events helper.

macro Observe(seq) begin
observed := AppendObserved(seq) ;

end macro ;

Resolve a pending command helper.

macro Resolve(c) begin
pending := RemovePending(c) ;

end macro ;

Someone steps up as leader and sends Prepare message to followers.

To simplify this spec W .L.O .G ., we change the responders roster only when

a new leader steps up; in practice, a separate and independent type of

trigger will be used to change the roster .
macro BecomeLeader(r) begin

if I’m not a current leader

await node[r ].leader ̸= r ;
pick a greater ballot number and a roster
with b ∈ Ballots ,

resps ∈ subset {f ∈ Replicas : f ̸= r },
do

await ∧ b > node[r ].balMaxKnown
∧¬∃m ∈ msgs : (m .type = “Prepare”)∧ (m .bal = b) ;

W .L.O .G ., using this clause to model that ballot

numbers from different proposers be unique

update states and restart Prepare phase for in-progress instances

node[r ].leader := r
node[r ].commitPrev := NumWrites +1

node[r ].balPrepared := 0

node[r ].balMaxKnown := b
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]
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except ! .status = if@= “Accepting”
then “Preparing”
else @]] ;

broadcast Prepare and reply to myself instantly

Send({PrepareMsg(r , b),
PrepareReplyMsg(r , b, VotesByNode(node[r ]))}) ;

expire my old lease grant if any and grant to myself

Lease(r , Roster(b, r , resps)) ;
end with ;

end macro ;

Replica replies to a Prepare message.

macro HandlePrepare(r) begin
if receiving a Prepare message with larger ballot than ever seen

with m ∈ msgs do

await ∧m .type = “Prepare”
∧m .bal > node[r ].balMaxKnown ;

update states and reset statuses

node[r ].leader := m .src
node[r ].commitPrev := NumWrites +1

node[r ].balMaxKnown := m .bal
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if@= “Accepting”
then “Preparing”
else @]] ;

send back PrepareReply with my voted list

Send({PrepareReplyMsg(r , m .bal , VotesByNode(node[r ]))}) ;
expire my old lease grant if any and grant to new leader

remember that we simplify this spec by merging responders
roster change into leader change Prepares

Lease(r , (choose g ∈ grants : g .from = m .src).roster) ;
end with ;

end macro ;

Leader gathers PrepareReply messages until condition met, then marks

the corresponding ballot as prepared and saves highest voted commands.

macro HandlePrepareReplies(r) begin
if I’m waiting for PrepareReplies
await ∧node[r ].leader = r

∧node[r ].balPrepared = 0 ;

when there are enough number of PrepareReplies of desired ballot
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with prs = {m ∈ msgs : ∧m .type = “PrepareReply”
∧m .bal = node[r ].balMaxKnown}

do

await Cardinality({pr .src : pr ∈ prs})⩾ MajorityNum ;

marks this ballot as prepared and saves highest voted command

in each slot if any

node[r ].balPrepared := node[r ].balMaxKnown
node[r ].insts :=

[s ∈ Slots 7→
[node[r ].insts[s]

except ! .status = if ∨@= “Preparing”
∨ ∧@= “Empty”

∧PeakVotedWrite(prs , s) ̸= “nil”
then “Accepting”
else @,

!.write = PeakVotedWrite(prs , s)]]
node[r ].commitPrev := LastTouchedSlot(prs) ;
send Accept messages for in-progress instances and reply to myself

instantly; send PrepareNotices as well

Send(union
{{AcceptMsg(r , node[r ].balPrepared , s , node[r ].insts[s].write),

AcceptReplyMsg(r , node[r ].balPrepared , s)} :
s ∈ {s ∈ Slots : node[r ].insts[s].status = “Accepting”}}

∪ {PrepareNoticeMsg(r , node[r ].balPrepared , LastTouchedSlot(prs))}) ;
end with ;

end macro ;

Follower receives PrepareNotice from a prepared and recovered leader, and

updates its commitPrev accordingly.

macro HandlePrepareNotice(r) begin
if I’m a follower waiting on PrepareNotice
await ∧ThinkAmFollower(r)

∧node[r ].commitPrev = NumWrites +1 ;

when there’s a PrepareNotice message in effect

with m ∈ msgs do

await ∧m .type = “PrepareNotice”
∧m .bal = node[r ].balMaxKnown ;

update my commitPrev
node[r ].commitPrev := m .commit prev ;

end with ;

end macro ;

A prepared leader takes a new write request into the next empty slot.
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macro TakeNewWriteRequest(r) begin
if I’m a prepared leader and there’s pending write request

await ∧ThinkAmLeader(r)
∧∃s ∈ Slots : node[r ].insts[s].status = “Empty”
∧Len(UnseenPending(r))> 0

∧Head(UnseenPending(r)) ∈Writes ;
find the next empty slot and pick a pending request

with s = FirstEmptySlot(node[r ].insts),
c = Head(UnseenPending(r))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

update slot status and voted

node[r ].insts[s].status := “Accepting”
node[r ].insts[s].write := c
node[r ].insts[s].voted .bal := node[r ].balPrepared
node[r ].insts[s].voted .write := c ;
broadcast Accept and reply to myself instantly

Send({AcceptMsg(r , node[r ].balPrepared , s , c),
AcceptReplyMsg(r , node[r ].balPrepared , s)}) ;

append to observed events sequence if haven’t yet

Observe(⟨ReqEvent(c)⟩) ;
end with ;

end macro ;

Replica replies to an Accept message.

macro HandleAccept(r) begin
if I’m a follower

await ThinkAmFollower(r) ;
if receiving an unreplied Accept message with valid ballot

with m ∈ msgs do

await ∧m .type = “Accept”
∧m .bal ⩾ node[r ].balMaxKnown
∧m .bal ⩾ node[r ].insts[m .slot ].voted .bal ;

update node states and corresponding instance’s states

node[r ].leader := m .src
node[r ].balMaxKnown := m .bal
node[r ].insts[m .slot ].status := “Accepting”
node[r ].insts[m .slot ].write := m .write
node[r ].insts[m .slot ].voted .bal := m .bal
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node[r ].insts[m .slot ].voted .write := m .write ;
send back AcceptReply
Send({AcceptReplyMsg(r , m .bal , m .slot)}) ;

end with ;

end macro ;

Leader gathers AcceptReply messages for a slot until condition met,

then marks the slot as committed and acknowledges the client.

macro HandleAcceptReplies(r) begin
if I’m a prepared leader

await ∧ThinkAmLeader(r)
∧node[r ].commitUpTo < NumWrites
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler; in practice,

messages are received proactively and there should be a

separate “Executed” status

for this slot, when there is a good set of AcceptReplies that is at

least a majority number and that covers all responders
with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].write ,
ls = s −1,

v = if ls = 0 then “nil” else node[r ].insts[ls].write ,
ars = {m ∈ msgs : ∧m .type = “AcceptReply”

∧m .slot = s
∧m .bal = node[r ].balPrepared }

do

await WriteCommittable(ars) ;
marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s ;
append to observed events sequence if haven’t yet, and remove

the command from pending

Observe(⟨AckEvent(c, v , r)⟩) ;
Resolve(c) ;
broadcast CommitNotice to followers

Send({CommitNoticeMsg(s)}) ;
end with ;

end macro ;

Replica receives new commit notification.

macro HandleCommitNotice(r) begin
if I’m a follower waiting on CommitNotice
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await ∧ThinkAmFollower(r)
∧node[r ].commitUpTo < NumWrites
∧node[r ].insts[node[r ].commitUpTo+1].status = “Accepting” ;

W .L.O .G ., only enabling the next slot after commitUpTo
here to make the body of this macro simpler

for this slot, when there’s a CommitNotice message

with s = node[r ].commitUpTo+1,

c = node[r ].insts[s].write ,
m ∈ msgs

do

await ∧m .type = “CommitNotice”
∧m .upto = s ;

marks this slot as committed and apply command

node[r ].insts[s].status := “Committed”
node[r ].commitUpTo := s ;

end with ;

end macro ;

A prepared leader or a responder follower takes a new read request and

serves it locally.

macro TakeNewReadRequest(r) begin
if I’m a caught-up leader or responder follower

await ∧ ∨ThinkAmLeader(r)
∨ThinkAmResponder(r)

∧BallotTransfered(r)
∧Len(UnseenPending(r))> 0

∧Head(UnseenPending(r)) ∈ Reads ;
pick a pending request; examine my log and find the last non-empty

slot, check its status

with s = LastNonEmptySlot(node[r ].insts),
v = if s = 0 then “nil” else node[r ].insts[s].write ,
c = Head(UnseenPending(r))

W .L.O .G ., only pick a command not seen in current

prepared log to have smaller state space; in practice,

duplicated client requests should be treated by some

idempotency mechanism such as using request IDs
do

if the latest value is in Committed status, can directly reply;

otherwise, should hold until I’ve received enough broadcasted

AcceptReplies indicating that the write is surely to be committed

await ∨ s = 0

∨ s > 0∧node[r ].insts[s].status = “Committed”
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∨ let ars ∆
= {m ∈ msgs : ∧m .type = “AcceptReply”

∧m .slot = s
∧m .bal = node[r ].balMaxKnown}

in WriteCommittable(ars) ;
acknowledge client with the latest value, and remove the command

from pending

Observe(⟨ReqEvent(c), AckEvent(c, v , r)⟩) ;
Resolve(c) ;

end with ;

end macro ;

Replica node crashes itself under promised conditions.

macro ReplicaCrashes(r) begin
if less than (N − majority) number of replicas have failed

await ∧MajorityNum +numCrashed < Cardinality(Replicas)
∧¬crashed [r ]
∧node[r ].balMaxKnown < MaxBallot ;

this clause is needed only because we have an upper

bound ballot number for modeling checking; in practice

someone else could always come up with a higher ballot

mark myself as crashed

crashed [r ] := true ;

end macro ;

Replica server node main loop.

process Replica ∈ Replicas
begin

rloop : while (¬terminated)∧ (¬crashed [self ]) do
either

BecomeLeader(self ) ;
or

HandlePrepare(self ) ;
or

HandlePrepareReplies(self ) ;
or

HandlePrepareNotice(self ) ;
or

TakeNewWriteRequest(self ) ;
or

HandleAccept(self ) ;
or

HandleAcceptReplies(self ) ;
or
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HandleCommitNotice(self ) ;
or

TakeNewReadRequest(self ) ;
or

if NodeFailuresOn then

ReplicaCrashes(self ) ;
end if ;

end either ;

end while ;

end process ;

end algorithm ;

A.3.2 Invariants Specification

module Bodega MC
extends Bodega

TLC roster-related defs.

ConditionalPerm(set) ∆
= if Cardinality(set)> 1

then Permutations(set)
else {}

SymmetricPerms ∆
= ConditionalPerm(Replicas)
∪ ConditionalPerm(Writes)
∪ ConditionalPerm(Reads)

ConstMaxBallot ∆
= 3

Type check invariant.

TypeOK ∆
= ∧∀m ∈ msgs : m ∈ Messages

∧∀g ∈ grants : g ∈ LeaseGrants
∧Cardinality({g .from : g ∈ grants}) = Cardinality(grants)
∧∀r ∈ Replicas : node[r ] ∈ NodeStates
∧Len(pending)⩽ NumCommands
∧Cardinality(Range(pending)) = Len(pending)
∧∀c ∈ Range(pending) : c ∈ Commands
∧Len(observed)⩽ 2∗NumCommands
∧Cardinality(Range(observed)) = Len(observed)
∧Cardinality(reqsMade)⩾ Cardinality(acksRecv)
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∧∀e ∈ Range(observed) : e ∈ ClientEvents
∧∀r ∈ Replicas : crashed [r ] ∈ boolean

theorem Spec⇒2TypeOK

Linearizability constraint.

ReqPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Req”
∧observed [i ].cmd = c

AckPosOfCmd(c) ∆
= choose i ∈ 1 . . Len(observed) :

∧observed [i ].type = “Ack”
∧observed [i ].cmd = c

ResultOfCmd(c) ∆
= observed [AckPosOfCmd(c)].val

OrderIdxOfCmd(order , c) ∆
= choose j ∈ 1 . . Len(order) : order [j ] = c

LastWriteBefore(order , j ) ∆
=

let k ∆
= choose k ∈ 0 . . (j −1) :

∧ (k = 0∨order [k ] ∈Writes)
∧∀ l ∈ (k +1) . . (j −1) : order [l ] ∈ Reads

in if k = 0 then “nil” else order [k ]

IsLinearOrder(order) ∆
=

∧{order [j ] : j ∈ 1 . . Len(order)}= Commands
∧∀ j ∈ 1 . . Len(order) :

ResultOfCmd(order [j ]) = LastWriteBefore(order , j )

ObeysRealTime(order) ∆
=

∀c1, c2 ∈ Commands :
(AckPosOfCmd(c1)< ReqPosOfCmd(c2))
⇒ (OrderIdxOfCmd(order , c1)< OrderIdxOfCmd(order , c2))

Linearizability ∆
=

terminated ⇒
∃order ∈ [1 . . NumCommands → Commands] :

∧ IsLinearOrder(order)
∧ObeysRealTime(order)

theorem Spec⇒ Linearizability
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A.3.3 Model Checking Parameters

Bodega MC.cfg

SPECIFICATION Spec

CONSTANTS
Replicas = {s1, s2, s3}
Writes = {w1, w2}
Reads = {r1, r2}
MaxBallot <- ConstMaxBallot
NodeFailuresOn <- TRUE

SYMMETRY SymmetricPerms

INVARIANTS
TypeOK
Linearizability

CHECK_DEADLOCK TRUE
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